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Many known accelerators in our Galaxy
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Supernove remnants: Tychos SN 1573
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galaktische Magnetfelder

SN als Quelle von KS verursacht ein Spektrum mit � =2
Diffusion der Teilchen aufgrund der Magnetfelder
kein Entweichen der Teilchen� kein Energieverlust�
quadratische Abhängigkeit auf der Erde messbar

Magnetic confinement in Galaxy

Galactic Center region
Neutron stars: Crab pulsa



Standard model of galactic cosmic rays
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Argument of energy balance: SNR

Fermi shock acceleration on shocks ~ E-2.4
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quadratische Abhängigkeit auf der Erde messbar

10-6

10-4

10-2

100

102

104

106

 0  5  10  15  20  25  30

A
b
u
n
d
a
n
ce

 r
e
la

tiv
e
 t
o
 C

a
rb

o
n
 =

 1
0
0

Nuclear charge

Nuclear abundance: cosmic rays compared to solar system

H

He

Li

Be

B

C

N

O

F

Ne

Na

Mg

Al

Si

P

S

Cl

A

K

Ca

Sc

Ti

V

Cr

Mn

Fe

Ni

Cu

Cosmic ray
Solar system

Magnetic diffusion in disk and halo

order of magnitude lower than in two other models. In both re-
acceleration models (DR and DRD), the majority of low-energy
antiprotons come from inelastic scattering (so-called ‘‘tertiary’’
antiprotons).

Figures 7 and 8 show secondary positrons and primary plus
secondary electrons as calculated in all three models. The spec-
tra are similar in the PD and DR models, while DRD spectra ex-
hibit lower intensities at low energies. This may be an observable
effect since the models predict different synchrotron emission
spectra (electrons).

6. DISCUSSION

Damping on cosmic rays may terminate the slow Kraichnan-
type cascade in the interstellar medium at k ! 10"12 cm"1. Our
estimates were made for the level of MHD turbulence that pro-
duces the empirical value of cosmic-ray diffusion coefficient.

This finding suggests a possible explanation for the peaks in
secondary/primary nuclei ratios at about 1 GeV nucleon"1 ob-
served in cosmic rays: the amplitude of short waves is small
because of damping, and thus the low-energy particles rapidly
exit the Galaxy without producing many secondaries. There is no
other obvious reason for a sharp cutoff in the wave spectrum. If
the concept of MHD turbulence by Goldreich & Sridhar (1995)
works for interstellar turbulence, the MHDwaves we are dealing
with in this context are the fast magnetosonic waves. The Alfvén
waves propagate predominantly perpendicular to the magnetic
field and because of this they do not significantly scatter cosmic
rays. It also explainswhy radio scintillation observations show no
sign of the termination of electron density fluctuations at wave-
numbers from 10"14 to 10"8 cm"1. According to Lithwick &
Goldreich (2001) these fluctuations are produced by the slow
magnetosonic waveswith k? 3 kk, which are almost not damped

Fig. 3.—B/C ratio as calculated in plain diffusion model (PD model), reacceleration model (RD model), and diffusive reacceleration with damping model (DRD
model). Bottom curve: LIS; top curve: modulated (! ¼ 450 MV). Data below 200 MeV nucleon"1: ACE (Davis et al. 2000); Ulysses (DuVernois et al. 1996);
Voyager (Lukasiak et al. 1999); high-energy data: HEAO-3 (Engelmann et al. 1990), for other references see Stephens & Streitmatter (1998).
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Unexpected structure – check with secondaries
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Figure 2. DAMPE electron-
positron flux [7] showing the hard-
ening at the TeV scale, plotted with
the results from other experiments.
The gray shaded region represents
the systematic uncertainty on the
H.E.S.S. measurement.

2.1. The electron+positron spectrum

With 530 days of data, DAMPE measured the electron+positron (CRE) spectrum [7] in the
energy range from 25 GeV to 4.6 TeV. An excellent electron/proton separation, ensured by the
BGO calorimeter high segmentation, is crucial for this measurement. The ratio between the
energy deposited in the last BGO layer and the total energy released in the calorimeter and the
shower transverse spread are used to distinguish electromagnetic and hadronic showers, reaching
a discrimination factor of 105 � 106. A proton rejection e�ciency of 99.99% is achieved while
keeping the electron e�ciency as high as 90%.

The DAMPE CRE spectrum shows a hardening at ⇠ 50 GeV in agreement with the findings
of FERMI-LAT [8] and AMS-02 [9] and provides the first direct evidence of a break in the
spectrum at 0.9 TeV. DAMPE confirms with high precision the feature hinted by H.E.S.S.
[10, 11]. The DAMPE spectrum is best described by a broken power law model, with a spectral
index changing from � ⇠ 3.1 to � ⇠ 3.9. Future plans for this analysis include the update of the
measurement with a larger sample as well as the implementation of machine learning algorithms
to further improve the background rejection, particularly crucial at energies beyond 10 TeV. The
use of a Neural Network classifier shows promising results by improving the discrimination factor
[12]. Extending the measurement to 10 TeV and beyond could possibly unveil a contribution
from nearby sources or some DM signature [13, 14, 15].

2.2. The proton spectrum

Figure 3. DAMPE proton [16] (left) and helium [23] (right) spectra plotted with results from
previous experiments. The dark (light) red shaded area represents the statistical (systematic)
uncertainty.

The DAMPE detector can measure the most abundant CR nuclei up to an energy of

(DAMPE, PRD 109 (2024) L12110)

Δ ¼ d½logðΦS=ΦPÞ%=d½logðRÞ%; ð3Þ

whereΦS=ΦP are the ratios of the secondary to primary flu-
xes over rigidity intervals [60.3–192] and ½192–3300% GV
and shown in Fig 3. Above ∼200 GV these spectral indices
exhibit an average hardening of 0.13& 0.03. Figures 9 and
10 of the Supplemental Material [21] show all secondary to
primary flux ratios together with the results of Eq. (3). This
additionally verifies that at high rigidities the secondary
cosmic rays harden more than the primary cosmic rays. This
additional hardening of secondary cosmic rays is consistent
with expectationswhen the hardening of cosmic ray fluxes is
due to the propagation properties in the Galaxy [16].
To examine the rigidity dependence of the secondary

cosmic rays in detail, the lithium to boron Li=B and
beryllium to boron Be=B flux ratios were computed using
the data in Tables I, II, and III of the Supplemental Material
[21] and reported in Tables X and XI of the Supplemental
Material [21] with their statistical and systematic errors.
Figure 11 of the Supplemental Material [21] shows the
(a) Li=B and (b) Be=B ratios as functions of rigidity with
their total errors together with the results of fits to a constant

value above 7 GV for Li=B and above 30 GV for Be=B.
The fits yield Li=B ¼ 0.72& 0.02 with χ2=d:o:f: ¼ 51=53
and Be=B ¼ 0.36& 0.01 with χ2=d:o:f: ¼ 27=35. From
these fits we note that the Li=Be ratio is 2.0& 0.1
above 30 GV; see also Fig. 12 of the Supplemental
Material [21]. The Li and B fluxes have an identical
rigidity dependence above ∼7 GV and all three secondary
fluxes have an identical rigidity dependence above
∼30 GV. In Figs. 13, 14, and 15 of the Supplemental
Material [21], we compare our flux ratios converted to EK
using the procedure described in Ref. [24] with earlier
measurements [2–11,31–33].
In conclusion, we have presented precise, high statistics

measurements of the lithium, beryllium, and boron fluxes
from 1.9 GV to 3.3 TV with detailed studies of the
systematic errors. The Li and B fluxes have identical
rigidity dependence above 7 GV and all three fluxes have
identical rigidity dependence above 30 GV with the Li=Be
flux ratio of 2.0& 0.1. The three fluxes deviate from a
single power law above 200 GV in an identical way. As
seen in Fig. 4, this behavior of secondary cosmic rays has
also been observed in primary cosmic rays He, C, and O
[14] but the rigidity dependences of primary cosmic rays
and of secondary cosmic rays are distinctly different. In
particular, above 200 GV, the spectral indices of secondary
cosmic rays harden by an average of 0.13& 0.03more than
the primaries. These are new properties of cosmic rays.

We thank former NASA Administrator Daniel S. Goldin
for his dedication to the legacy of the ISS as a scientific
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FIG. 3. The AMS secondary to primary flux ratio spectral
indices Δ from Eq. (3) as functions of rigidity for (a) Li=C,
Be=C, and B=C. The horizontal band indicates the fit to the B=C
ratio from our previous publication [24] which is consistent with
the results in this Letter. The results for (b) Li=O, Be=O, and B=O.
For (a) and (b) the vertical dashed line shows the interval boundary.
On average, the spectral indices of Li=C,Be=C,B=C,Li=O,Be=O,
and B=O above 200 GV exhibit a hardening of 0.13& 0.03.
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FIG. 4. Comparison of the secondary cosmic ray fluxes [21]
with the AMS primary cosmic ray fluxes [14] multiplied by ~R2.7

with their total error as a function of rigidity above 30 GV. For
display purposes only, the C, O, Li, Be, and B fluxes were
rescaled as indicated. For clarity, the He, O, Li, and B data points
above 400 GV are displaced horizontally. As seen, the three
secondary fluxes have an identical rigidity dependence above
30 GV, as do the three primary fluxes above 60 GV. The rigidity
dependences of primary cosmic rays fluxes and of secondary
cosmic rays fluxes are distinctly different.
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Most importantly, several independent analyses were
performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.— The measured lithium, beryllium, and boron

fluxes including statistical and systematic errors are reported
in Tables I, II, and III of the Supplemental Material [21] as a
function of the rigidity at the top of the AMS detector.
Figure 1 shows the lithium, beryllium, and boron fluxes

as a function of rigidity with the total errors, the sum in
quadrature of statistical and systematic errors. In this and
the subsequent figures, the points are placed along the
abscissa at ~R calculated for a flux ∝ R−2.7 [29]. As seen, the
Li and B fluxes have an identical rigidity dependence above
∼7 GV and all three secondary fluxes have an identical
rigidity dependence above ∼30 GV. The different rigidity
dependence of the Be flux is most likely due to the
significant presence of the radioactive 10Be isotope [27],
which has a half life of 1.4 MY.
Figure 8 of the Supplemental Material [21] shows the

lithium, beryllium, and boron fluxes as a function of kinetic
energy per nucleon EK together with earlier measurements
[2–11]. Data from other experiments have been extracted

using Ref. [30]. For the AMS measurement EK ¼
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 ~R2 þM2

p
−MÞ=A where Z, M, and A are the Li,

Be, and B charge, mass and atomic mass number,

respectively. The atomic mass numbers, averaged by iso-
topic composition obtained from AMS low energy mea-
surements [27], are 6.5% 0.1 for Li, 8.0% 0.2 for Be, and
10.7% 0.1 for B. The systematic errors on the fluxes due to
these uncertainties were added in quadrature to the total
errors.
To examine the rigidity dependence of the fluxes,

detailed variations of the flux spectral indices with rigidity
were obtained in a model-independent way. The flux
spectral indices γ were calculated from

γ ¼ d½logðΦÞ'=d½logðRÞ'; ð2Þ

over rigidity intervals bounded by 7.09, 12.0, 16.6, 22.8,
41.9, 60.3, 192, and 3300 GV. The results are presented in
Fig. 2 together with the spectral indices of helium, carbon,
and oxygen [14]. As seen, the magnitude and the rigidity
dependence of the lithium, beryllium, and boron spectral
indices are nearly identical, but distinctly different from the
rigidity dependence of helium, carbon, and oxygen. In
addition, above ∼200 GV, Li, Be, and B all harden more
than He, C, and O.
To examine the difference between the rigidity depend-

ence of primary and secondary cosmic rays in detail, the
ratios of the lithium, beryllium, and boron fluxes to the
carbon and oxygen fluxes were computed using the data in
Tables I, II, and III of the Supplemental Material [21]
and Tables II and III of Ref. [14], and are reported in
Tables IV–IX of the Supplemental Material [21] with their
statistical and systematic errors. The detailed variations
with rigidity of the spectral indices Δ of each flux ratio
were obtained in a model independent way using
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FIG. 1. The AMS (a) Li and B and (b) Be and B fluxes [21]
multiplied by ~R2.7 with their total errors as a function of rigidity.
As seen, the Li and B fluxes have identical rigidity dependence
above ∼7 GV and all three secondary fluxes have identical
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PHYSICAL REVIEW LETTERS 120, 021101 (2018)

021101-5

(AMS, PRL 120 (2018) 021101) 

Data indicate propagation 
effect causing hardening

Escape time: 
diffusion coefficient Source

<latexit sha1_base64="hhe6f888C1i+KGjcqe/abBWUUnk=">AAACiHicbVBda9swFFW8r877SrunsRex0JKOkcmBtutbaSnsabRjaQp1CNfyTSoqyZ50PQjGP20/ZM973f7D7MQPTbsLgsM5R9K5J8m18iTEr07w4OGjx082nobPnr94+aq7uXXhs8JJHMlMZ+4yAY9aWRyRIo2XuUMwicZxcnPS6OMf6LzK7Dda5DgxMLdqpiRQTU274zjBubIlfrfgHCzeV+GXaRk7w0+q/uku34m9Mjs8Jiha+gN62UgxP79lDGO06a1Xpt2eGIjl8PsgakGPtXM23ey8idNMFgYtSQ3eX0Uip0kJjpTUWIVx4TEHeQNzLJd7V3y7plI+y1x9LPElu+YD4/3CJLXTAF37u1pD/k+7Kmj2aVIqmxeEVq4+mhWaU8abEnmqHErSCw5S1nkLoDqHvAYHkuqyw3Cbc0jTNpxVElcRPe9/PeXi8ONQiP3dtTikDPr1LZtcOZkqrMuM7lZ3H1wMB9H+YO982Ds6bmvdYG/ZO9ZnETtgR+wzO2MjJtlP9pv9YX+DMBDBQXC4sgad9s5rtjbB8T+2RcF3</latexit>

NC(E) ⇠ tC,esc(E) QC(E)

<latexit sha1_base64="RsdbXycoNZXVBI8ePoUgs8+jWwA=">AAAC/nicbVHbbtNAEF2bWzG3FJ4QLyuiVimqgh1EgbeqUSWeUItIW9SNovV6nK7qXZvdMVJkWeJreEO88hN8AH/DOjEiaTPSSqMzZ2bOnomLTFoMwz+ef+Pmrdt3Nu4G9+4/ePios/n4xOalETASeZabs5hbyKSGEUrM4KwwwFWcwWl8OWzqp1/BWJnrTzgrYKz4VMtUCo4OmnR+sximUlfwRXNj+OxFHXyYVMwoelD3DnfoNrNSbVOGvGzhXbCiKTHKUsNF1dKHDVZX/4nDXSo11nXAWPBvyrxh/aylvhZcN4zR46V1NGCgkyXtk0437IfzoNeTqE26pI2jyab3lCW5KBVoFBm39jwKCxxX3KAUGTjxpYWCi0s+hWrudk23HJTQNDfuaaRzdIXHlbUzFTum4nhhr9YacF3tvMT07biSuigRtFgsSsuMYk6b09FEGhCYzSgXwuktOTod4oI7U9GdOAi2KOVJ0orTUsBCoqW9j4c0fPdyEIZ7OytyUCqwq79sdBWo6sCZGV217npyMuhHe/3Xx4Pu/kFr6wZ5Rp6THonIG7JP3pMjMiLCe+V99mJP+N/87/4P/+eC6nttzxOyEv6vvwou60Y=</latexit>

NB(E) ⇠ tB,esc(E)
NC(E)
tC,int

⇠ tB,esc(E) tC,esc(E)
tC,int

QC(E)



Unexpected structure – check with secondaries

5

Δ ¼ d½logðΦS=ΦPÞ%=d½logðRÞ%; ð3Þ

whereΦS=ΦP are the ratios of the secondary to primary flu-
xes over rigidity intervals [60.3–192] and ½192–3300% GV
and shown in Fig 3. Above ∼200 GV these spectral indices
exhibit an average hardening of 0.13& 0.03. Figures 9 and
10 of the Supplemental Material [21] show all secondary to
primary flux ratios together with the results of Eq. (3). This
additionally verifies that at high rigidities the secondary
cosmic rays harden more than the primary cosmic rays. This
additional hardening of secondary cosmic rays is consistent
with expectationswhen the hardening of cosmic ray fluxes is
due to the propagation properties in the Galaxy [16].
To examine the rigidity dependence of the secondary

cosmic rays in detail, the lithium to boron Li=B and
beryllium to boron Be=B flux ratios were computed using
the data in Tables I, II, and III of the Supplemental Material
[21] and reported in Tables X and XI of the Supplemental
Material [21] with their statistical and systematic errors.
Figure 11 of the Supplemental Material [21] shows the
(a) Li=B and (b) Be=B ratios as functions of rigidity with
their total errors together with the results of fits to a constant

value above 7 GV for Li=B and above 30 GV for Be=B.
The fits yield Li=B ¼ 0.72& 0.02 with χ2=d:o:f: ¼ 51=53
and Be=B ¼ 0.36& 0.01 with χ2=d:o:f: ¼ 27=35. From
these fits we note that the Li=Be ratio is 2.0& 0.1
above 30 GV; see also Fig. 12 of the Supplemental
Material [21]. The Li and B fluxes have an identical
rigidity dependence above ∼7 GV and all three secondary
fluxes have an identical rigidity dependence above
∼30 GV. In Figs. 13, 14, and 15 of the Supplemental
Material [21], we compare our flux ratios converted to EK
using the procedure described in Ref. [24] with earlier
measurements [2–11,31–33].
In conclusion, we have presented precise, high statistics

measurements of the lithium, beryllium, and boron fluxes
from 1.9 GV to 3.3 TV with detailed studies of the
systematic errors. The Li and B fluxes have identical
rigidity dependence above 7 GV and all three fluxes have
identical rigidity dependence above 30 GV with the Li=Be
flux ratio of 2.0& 0.1. The three fluxes deviate from a
single power law above 200 GV in an identical way. As
seen in Fig. 4, this behavior of secondary cosmic rays has
also been observed in primary cosmic rays He, C, and O
[14] but the rigidity dependences of primary cosmic rays
and of secondary cosmic rays are distinctly different. In
particular, above 200 GV, the spectral indices of secondary
cosmic rays harden by an average of 0.13& 0.03more than
the primaries. These are new properties of cosmic rays.

We thank former NASA Administrator Daniel S. Goldin
for his dedication to the legacy of the ISS as a scientific
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FIG. 3. The AMS secondary to primary flux ratio spectral
indices Δ from Eq. (3) as functions of rigidity for (a) Li=C,
Be=C, and B=C. The horizontal band indicates the fit to the B=C
ratio from our previous publication [24] which is consistent with
the results in this Letter. The results for (b) Li=O, Be=O, and B=O.
For (a) and (b) the vertical dashed line shows the interval boundary.
On average, the spectral indices of Li=C,Be=C,B=C,Li=O,Be=O,
and B=O above 200 GV exhibit a hardening of 0.13& 0.03.
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Most importantly, several independent analyses were
performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.— The measured lithium, beryllium, and boron

fluxes including statistical and systematic errors are reported
in Tables I, II, and III of the Supplemental Material [21] as a
function of the rigidity at the top of the AMS detector.
Figure 1 shows the lithium, beryllium, and boron fluxes

as a function of rigidity with the total errors, the sum in
quadrature of statistical and systematic errors. In this and
the subsequent figures, the points are placed along the
abscissa at ~R calculated for a flux ∝ R−2.7 [29]. As seen, the
Li and B fluxes have an identical rigidity dependence above
∼7 GV and all three secondary fluxes have an identical
rigidity dependence above ∼30 GV. The different rigidity
dependence of the Be flux is most likely due to the
significant presence of the radioactive 10Be isotope [27],
which has a half life of 1.4 MY.
Figure 8 of the Supplemental Material [21] shows the

lithium, beryllium, and boron fluxes as a function of kinetic
energy per nucleon EK together with earlier measurements
[2–11]. Data from other experiments have been extracted

using Ref. [30]. For the AMS measurement EK ¼
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 ~R2 þM2

p
−MÞ=A where Z, M, and A are the Li,

Be, and B charge, mass and atomic mass number,

respectively. The atomic mass numbers, averaged by iso-
topic composition obtained from AMS low energy mea-
surements [27], are 6.5% 0.1 for Li, 8.0% 0.2 for Be, and
10.7% 0.1 for B. The systematic errors on the fluxes due to
these uncertainties were added in quadrature to the total
errors.
To examine the rigidity dependence of the fluxes,

detailed variations of the flux spectral indices with rigidity
were obtained in a model-independent way. The flux
spectral indices γ were calculated from

γ ¼ d½logðΦÞ'=d½logðRÞ'; ð2Þ

over rigidity intervals bounded by 7.09, 12.0, 16.6, 22.8,
41.9, 60.3, 192, and 3300 GV. The results are presented in
Fig. 2 together with the spectral indices of helium, carbon,
and oxygen [14]. As seen, the magnitude and the rigidity
dependence of the lithium, beryllium, and boron spectral
indices are nearly identical, but distinctly different from the
rigidity dependence of helium, carbon, and oxygen. In
addition, above ∼200 GV, Li, Be, and B all harden more
than He, C, and O.
To examine the difference between the rigidity depend-

ence of primary and secondary cosmic rays in detail, the
ratios of the lithium, beryllium, and boron fluxes to the
carbon and oxygen fluxes were computed using the data in
Tables I, II, and III of the Supplemental Material [21]
and Tables II and III of Ref. [14], and are reported in
Tables IV–IX of the Supplemental Material [21] with their
statistical and systematic errors. The detailed variations
with rigidity of the spectral indices Δ of each flux ratio
were obtained in a model independent way using
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FIG. 1. The AMS (a) Li and B and (b) Be and B fluxes [21]
multiplied by ~R2.7 with their total errors as a function of rigidity.
As seen, the Li and B fluxes have identical rigidity dependence
above ∼7 GV and all three secondary fluxes have identical
rigidity dependence above ∼30 GV.
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FIG. 2. The dependence of the Li, Be, and B spectral indices on
rigidity together with the rigidity dependence of the He, C, and O
spectral indices [14]. For clarity, the Li, B, He, and O data points
are displaced horizontally. The shaded regions are to guide the
eye. As seen, the magnitude and the rigidity dependence of the Li,
Be, and B spectral indices are nearly identical, but distinctly
different from the rigidity dependence of the He, C, and O
spectral indices. Above ∼200 GV the Li, Be, and B fluxes all
harden more than the He, C, and O fluxes. See also Fig. 3.
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NB(E) ⇠ tB,esc(E)
NC(E)
tC,int

⇠ tB,esc(E) tC,esc(E)
tC,int

QC(E)nonrelativistic regime, but there the propagation is
advection-dominated.

The grammage traversed by CRs of velocity v under the
combined effect of diffusion and advection at the Alfvén

speed is easily found to be XðEÞ ¼ !v
2vA

½1% expð% vAH
DðEÞÞ&,

where ! ¼ 2nmh ¼ 2:4 mg=cm2 is the surface density of
the disc (corresponding to a Galactic disc density nd ’
1 cm%3, for a typical chemical composition of the inter-
stellar matter). The grammage obtained in our calculations
is shown in Fig. 3 (solid line) and compared with the leaky
box fits proposed in [20] (dashed (dotted) line for " ¼ 0:5
(" ¼ 1=3)). The normalization in the 1–10 GeV range
comes out naturally in our calculations, together with the
change of slope in the diffusion properties at ' 200 GeV.

The flattening in the energy dependence of the diffusion
coefficient at high energies automatically avoids severe
problems with CR anisotropy. The mean anisotropy am-
plitude is "( 10%3 at 1 TeV and increases with energy as

E1=3. However, as discussed in [14], this mean value is not
very meaningful in that the amplitude is dominated by the
nearest and most recent sources, and may dramatically
differ from the mean value. Nevertheless, it is encouraging
that the physical processes described here naturally lead to
steep energy dependence of the diffusion coefficient in the
low energy regime that does not necessarily lead to violate
observed data on anisotropy.

In summary, we showed that in a simplified but physi-
cally consistent model for the CR propagation in the ISM
the departure from a power-law spectrum in CRs measured
at Earth is a consequence of basic processes. Both a con-
vective velocity of the order of vA in Eq. (1) and the
contribution of CRs to the wave spectrum in Eq. (2) are
unavoidable, albeit often neglected in phenomenological
studies. It is actually remarkable that without ad hoc free
parameters, the basic trend shown by the measured and
inferred CR spectra can be reproduced in a relatively
simple model. The several approximations that have been
made (e.g., treatment of nonlinear damping, absence of
reacceleration, neglect of nonlinear effects in diffusive

shock acceleration) are not expected to change the quali-
tative picture that emerges. The scenario detailed here also
allows us to accommodate the inferred behavior of the
grammage as well as—at least qualitatively—the stringent
constraints coming from anisotropy at high energy. We find
encouraging that the recent bonanza of CR data allows one
to gain some insights on (astro)physical processes involv-
ing CRs, beyond the mere task of providing more accurate
fits to injection spectra or propagation parameters; this is a
trend which hopefully will be further boosted in the near
future with the expected results of AMS-02.
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FIG. 2. Diffusion coefficient induced by streaming instability
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FIG. 3. Grammage obtained in our calculations (solid line)
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and dotted lines are the fit for " ¼ 0:5 and 1=3 respectively).
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Transition from self-generated 
turbulence of mag. fields to 
externally generated turbulence

Change predicted 
from δ ~ 0.6 at low energy 
to δ ~ 0.33 at high energy
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Air shower ground arrays: Ne and Nµ
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KASCADE und KASCADE-Grande 
(KArlsruhe Shower Core and Array DEtector) 

Fläche ~ 0.04 km2, 
252 Teilchendetektoren



Air shower ground arrays – model dependence
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lnE = a · lnNe + b · lnNµ

Energy estimate: energy conservation

Mass estimate: strong 
dependence on used 
hadronic interaction model



Possible interpretation of knee in spectrum
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Mass composition at the knee: KASCADE data
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LHC data and interpretation of knee
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E0

EX ~100 TeV

Petrukhin, NPB 151 (2006) 57
Barcelo at al. JACP 06 (2009) 027
Dixit et al. EPJC 68 (2010) 573
Petrukhin NPB 212 (2011) 235

log(E)

log(Flux)

Knee due to wrong energy 
reconstruction of showers?

Threshold scales with E/A
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energy processes at LHC



Knee due to diffusion / escape from Glaxy
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log(E)

log(Flux)

free streaming limit 
(anisotropy?)

diffusion limit 
(isotropic arrival direction)

spectrum of sources

Diffusion: same behaviour for different elements at same rigidity p/Z ~ E/Z

knee from change in 
diffusion regime ?
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The Local Bubble

The low-energy CR flux measured by us can be a local feature

CfA, Leah Hustak (STScI)/Hubblesite

The Local Bubble
“a cavity of low-density, high-temperature plasma
surrounded by a shell of cold, neutral gas and dust”

� around 1000 light years wide

� started around 14 Myr ago

� the Sun entered into the Bubble around 5 Myr ago

� around 15 supernovae explosions sweeping gas to the shell

� surface is reach in star formation regions

� low-energy CR fluxes can be di↵erent in local bubbles

Nature 601 (2022) 334

Geschichte Spektrum mögliche Quelle Zusammenfassung I Experimente Zusammenfassung II + Ausblick Literatur

galaktische Magnetfelder

SN als Quelle von KS verursacht ein Spektrum mit � =2
Diffusion der Teilchen aufgrund der Magnetfelder
kein Entweichen der Teilchen� kein Energieverlust�
quadratische Abhängigkeit auf der Erde messbar

3 x 1015 eV



Knee due to features of acceleration processes
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log(E)

log(Flux)

free streaming limit 
(anisotropy?)

diffusion limit 
(isotropic arrival direction)

spectrum of sources

knee from sources 
(acceleration) ?

Acceleration: same behavior for different 
elements at same rigidity p/Z ~ E/Z

SN remnant 1006

20 pc

Distance ~ 2.2 kpc

3 x 1015 eV
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Knee of heavy particles found 
New light (proton, extragalactic?) component

Emerging model of high-energy cosmic rays 

15

• Knee as feature of either maximum particle energy of a source class or propagation 

• Dominance of helium flux observed (and expected from low-energy extrapolation), but not understood 

• Acceleration scenario: sources don’t reach energy of transition to free steaming 

• Diffusion scenario: mass groups should show ~20% anisotropy beyond the knee
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Physics of extragalactic cosmic rays
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Ultra High Energy Cosmic Rays - Accelerators

! need ILC (35 MV/m)

L= diameter of Saturn orbit

! alternatively built LHC around

Mercury orbit

! astrophysical shock

acceleration less efficient...

Sources have to produce particles reaching 1020 eV

17

 Need accelerator of size of the orbit of the planet 
 Mercury to reach 1020 eV with LHC technology

(Unger, 2006)

�BMagnetic 
field

Particle on circular orbit

~v
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Hillas plot (1984)

Hardly any source expected to accelerate protons to 1020 eV

Alves Batista et al. Open Questions at Ultrahigh Energies

3.2. Astrophysics
3.2.1. Origin of the Bulk of UHECRs
The challenge of accelerating cosmic rays to 1020 eV was
succinctly presented in the form of the minimum requirement
for the accelerators, in what is now commonly referred to as
the “Hillas condition” (Hillas, 1984). It states that a necessary
condition to accelerate particles to ultrahigh energy is that of
confinement; particles can stay in the acceleration region as long
as their Larmor radius is smaller than the size of the accelerator.
Thus, the maximum energy achievable, Emax, in a source with
characteristic size, R, and magnetic field strength, B, is, Emax =
eBR. Here, R = l · !, with l the comoving size of the source,
and ! the Lorentz factor of the motion, which is thought to
be ! ∼ 10 − 50 in AGN jets (e.g., Lister et al., 2019), and
! ∼ 10− 1, 000 in GRBs.

For acceleration in a shock with velocity βsh (in units of the
speed of light), the maximum achievable energy is,

Emax = η−1βsheBR, (1)

where η parametrises the efficiency of acceleration, with η = 1
the maximum achievable efficiency when diffusion proceeds in
the Bohm limit.

The confinement condition is not sufficient to guarantee
cosmic-ray acceleration to 1020 eV. This depends on the details
of the acceleration mechanism and the timescale for energy
loss in the source environment. A summary of constraints on
astrophysical sources based on theHillas condition was presented
in Ptitsyna and Troitsky (2010).

Figure 10 shows classes of objects in terms of the product
of their radial size, R, magnetic field strength, B, and associated
uncertainty in the ideal limit where η= 1. The solid diagonal lines
show the minimum product of BR required to accelerate protons
(red) or iron nuclei (blue) to 1020 eV for a fast shock where
βsh = 1. Classes of objects to the left of the lines do not satisfy
the Hillas criterion. As shown with the dashed diagonal lines, the
required product of BR is higher for slower shocks (βsh = 0.01
is shown for illustration). The plot reveals that normal galaxies,
supernovae, and stars that drive massive magnetized winds such
asWolf-Rayet stars do not satisfy the confinement condition. For
the other source classes in the plot, the confinement condition
is satisfied.

Another condition that must be met by UHECR accelerators
is that they must possess the required energy budget to produce
the observed UHECR diffuse flux. The energy production rate
of UHECRs has been estimated in Waxman (1995b), Berezinsky
et al. (2006), Katz et al. (2009), and Murase and Takami (2009)
under the assumption that UHECRs are extragalactic protons.
Most recently the energy production rate of UHECRs was
estimated in Aab et al. (2017d), where a combined fit to the all-
particle spectrum and Xmax distributions at energy 5 × 1018 eV
and beyond measured at the Pierre Auger Observatory was
performed. Here, a mixed injected composition was allowed. The
best-fit model corresponds to a UHECR energy-production rate,
EUHEQEUHE ≈ 5 × 1044 erg s−1 yr−1. The true value of the
UHECR energy budget depends on the source-by-source injected
spectrum, composition, and luminosity density evolution of

FIGURE 10 | Hillas diagram. Source classes are shown as function of their

characteristic size, R, and magnetic field strength, B, in the ideal, Bohm limit,

where η = 1. Quoted values of B are in the comoving frame of the source. The

abscissa gives R, the radius from the engine, which is equal to comoving size

of the source times the Lorentz factor of the flow, !. Solid (dashed) lines

indicate the BR product beyond which confinement of protons (red) and iron

(blue) nuclei with energy 1020eV are possible for outflows with velocity, βsh = 1

(βsh = 0.01). Inferred values of B and R for low-luminosity gamma-ray bursts

(LL GRBs) and high-luminosity GRBs (HL GRBs) are from Piran (2005) and

Murase et al. (2008b). For tidal disruption events they are based on the

prototypical jetted-TDE Swift J1644+57 (Burrows et al., 2011; Kumar et al.,

2013; Senno et al., 2017), for starburst galaxies and normal galaxies they were

estimated in Thompson et al. (2006). Inferred values of B and R for AGN lobes,

hotspots, and knots, were presented in Kataoka and Stawarz (2005) and

summarized in Ptitsyna and Troitsky (2010). For galaxy clusters, we used the

inferred value range from Ptitsyna and Troitsky (2010). Inferred B and R values

for supernovae were collected from Reynolds et al. (2012), Asvarov (2014),

and Thompson et al. (2009) and for Wolf-Rayet stars from de la Chevrotière

et al. (2014). For neutron stars and magnetars the quoted values of B, and R

correspond to the expected UHECR acceleration sites in Arons (2003),

Murase et al. (2009), and Fang et al. (2012). F. Oikonomou and K. Murase for

this review.

the sources, and may differ from that of Aab et al. (2017d).
Further, the inferred UHECR production rate depends on the
chosen energy range (see e.g., Murase and Fukugita, 2018). Most
estimates converge to EUHEQEUHE ! 5× 1043 erg s−1 yr−1.

Figure 11 shows the energy budget of various source classes
based on infrared, radio, X-ray, and gamma-ray observations,
and compares it to the UHECR production rate estimated in Aab
et al. (2017d). We used characteristic luminosities for each source
type and the luminosity density at z = 0, motivated by the
fact that locally observed UHECRs must originate in nearby
sources located at " 100 Mpc. The solid diagonal line shows the
required energy budget to power observed UHECRs assuming
that the UHECR luminosity of the sources, Lcr, is equal to the
luminosity of the sources in the wavelength studied, Lγ . Sources
to the left of the line do not satisfy the energy budget condition.
The UHECR luminosity of individual sources need not be equal

Frontiers in Astronomy and Space Sciences | www.frontiersin.org 10 June 2019 | Volume 6 | Article 23

Emax ⇠ bshock ⇥Z ⇥B⇥R

(MIAPP review, Front.Astron.Space Sci. 6 (2019) 23)
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Examples of astrophysical source candidates
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Figure 6 The radio galaxy NGC326 and its merger. Source Lecture S. Britzen
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Figure 6 The radio galaxy NGC326 and its merger. Source Lecture S. Britzen
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Inductive acceleration

Active Galactic Nuclei

Rapidly spinning neutron stars

Single (relativistic) reflection

Diffusive shock acceleration

Gamma ray 
bursts (GRBs)

dNinj

dE
⇠ E�2

Tidal disruption events (TDEs)



Acceleration (bottom-up) or exotic (top-down) scenarios?
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Fact sheet: sources

AGNs, GRBs, ...
( ☆ )

Young pulsars
( ☆☆ )

X particles
( ☆☆☆ )

Z-bursts
( ☆☆☆☆ )

Process

Diffuse shock 
acceleration

EM acceleration

Decay & particle 
cascade

Z0 decay & 
particle cascade

Distribution

Cosmological

Galaxy & halo

(a) Halo (SHDM)
(b) Cosmological

Cosmological &
clusters

Injection flux

p ... Fe

mainly Fe

!, "-rays and p

!, "-rays and p

Rapidly spinning young neutron stars

�E =�V ��BMHD condition:

Acceleration in electric field:

Emax ⇥ Z�1019 eV

R � 10km
T � 10 . . .100ms
B � 109 T (= 1013 G)

(Blasi, Olinto et al., ApJ 533, 2000)

Emax � Ze|�E|d
� Ze�r2 B

Active Galactic Nuclei (AGN): 
Black Hole of ~109 solar masses

Magnetars: 
magnetic field 
up to ~1015 G

Big Bang: 
super-heavy particles, 
topological defects: 
MX ~ 1023 - 1024 eV

large fluxes of 
photons and 
neutrinos

(RE, Nijmegen Summer School, 2006)

X particles from:

• topological defects

• monopoles

• cosmic strings

• cosmic necklaces

• .....



Propagation of ultra-high energy particles
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Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB, IR

Greisen, Zatsepin & Kuzmin (GZK) effect, 1966Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB

Nuclei

Photo-dissociation  
(giant dipole resonance)

p+

nProtons

Photo-pion production
(mainly Δ resonance)

p

p0

Origin of the cut-off
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p + γCMB → Δ+ → p + π0

γγ

GZK effect ?

p + γCMB → Δ+ → n + π+

νμ , νe

Protons and Nuclei with
 suffer rapid

energy losses and produce 
cosmogenic ’s and ’s

E > 6 ⋅ 1019 eV

γ ν

Penzias & Wilson 1964
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Fig. 1. Measured photoabsorption cross sections (γ,1nx) state, compared to the predictions of
the four models: Lorentzian (dashed line), generalized Lorentzian (solid line), microscopic HF-
BCS+QRPA (dotted line) and microscopic HFB+QRPA (dash-dot line)
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Energy loss due to propagation in CMB
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Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest
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(GZK) effect, 1966
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Typical production distances – GZK sphere
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Measurement of nucleus disintegration
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Hillas´ model of cosmic ray flux
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EG no losses

EG total

(Hillas J. Phys. G31, 2005)

dNinj

dE
⇥ E�2.3

Mainly protons as UHECR

Need additional “component B”

Scaled all-particle spectrum

Deformation of injected 
spectrum fully understood



Standard models of ultra-high energy cosmic rays (2005)
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Ankle model: 
Hillas, Wolfendale et al.
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Berezinsky et al.
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(PRD 74 (2006) 043005)

(J. Phys. G31 (2005) R95)
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Matter/source distribution in the Universe
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Defection by magnetic fields
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Tess Jaffe — Auger’s 20th, Malargüe, Argentina — Nov. 14, 2019

External galaxies:  one example

(Obligatory M51 image) 

• First order:  magnetic fields 
aligned with matter spiral 
structure.  Can't be 
coincidental. 

• Unfortunately, we cannot see 
our own galaxy  like this.   

• And it’s a lot more complicated 
than this picture. 

Note that plots of polarization vectors are often rotated 90deg to show B-field direction

Copyright MPIfR Bonn (R Beck, C Horellou, & N Neininger)

M51 6cm total intensity + magnetic field (VLA+Effelsberg)

Deflection in extragalactic 
mag. fields (~1nG)

protons

Figure 7: Projected view of 20 trajectories of proton primaries emanating from a
point source for several energies. Trajectories are plotted until they reach a physical
distance from the source of 40Mpc. See text for details.

scaled for other magnetic conditions. For example, if the magnetic field were 100
nanogauss, propagation at 100 EeV would be completely diffusive, as shown in the
upper left panel of Figure 7. Propagation at 1000 EeV however would be quite distinct
from the lower left panel as energy loss by the GZK effect would be significant. Less
than 1% of the particles would escape interaction with the CMB and propagate
rectilinearly. The remainder would quickly pass to diffusive propagation, drop below
100 EeV, and travel much more slowly from the source. For iron primaries, the panel
on the upper right of Figure 7 would correspond to 80 EeV. This regime is not fully
diffusive and the primaries would have some memory of their source which would be
revealed by a broad anisotropy. These examples reveal the complexity introduced in
propagation of cosmic rays due to magnetic fields. In some cases the galactic magnetic
field will also be important.

In Figure 8 I have plotted the distribution of observed directions of the cosmic
rays with respect to the source direction. For 1 EeV proton primaries the directions
are completely isotropic; no memory of the source direction remains. In Figure 9 I
plot the dispersion of angles for 100 EeV and 30 EeV proton primaries. Here the
angular spread is 1.5◦ and 5◦ respectively.

If the sources of cosmic rays with energy ≥10 EeV are extragalactic and are
associated with the distribution of nearby matter, then one would expect that the
flux and energy spectrum of the cosmic rays will depend on the hemisphere in which
the observations are made. Most of the nearby matter is found in the Virgo cluster
at a distance of ∼ 18 Mpc. In Figure 10 I plot the column density of gravitating

8

1018 eV 3x1018 eV

1019 eV 1020 eV

(Cronin, NPB 2003)

M51
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Figure 3. Illustration of the GMF model with a twisted poloidal field. The best-fit model at t = 70 Myr is presented in the middle
column and the corresponding un-twisted model at t = 0 is shown in the left column. The lower three rows show the simulated sky
maps for RM, Q and U. A visualization of field lines of the models is in the top row. The lines are colored if the toroidal field strength
is � 99% of the total field strength. Regions with r · B > 0 are shown in orange, otherwise green is used. The observed sky maps are
displayed in the lower three panels of the right-most column (Q and U data from [14], RM data compilation from [4] (see references
therein)).. he rotation curve of the Galaxy used for the twisting is shown as a red line in the top-right panel together with measured
velocities of high-mass starforming regions (HMSFRs) from [8].

Thus for a magnetic field that is poloidal and azimuthally
symmetric at t = 0, B� (only) evolves with time:

B�(t) = (Bz @zv + rBr @r!) t, (7)

where we introduced the angular velocity ! = ! e� = vr e�
and used the solenoidality of the poloidal field.

Eq. (7) can be applied to evolve any type of poloidal
field. For definiteness, we tested this ansatz by evolving
the smooth poloidal field model of type “C” from [17]. For
the Galactic rotation curve we used a fit to the high-mass
starforming regions with parallax measurements from [8]
(see top right panel of Fig. 3) and for the vertical velocity
gradient we assume a constant value inspired by simula-
tions [18] and constrain it within two sigma of the value of
(22±6) (km/s)/kpc as observed close to the Galactic mid-
plane [19]. The resulting sky maps of RM, Q and U of the
un-twisted model and the evolved model (t = 70 Myr) are
shown in the left and middle panel of Fig. 3. In contrast
to the conclusions of [20], we find a good description of
the overall structure of data from the combined e↵ect of

radial and vertical shear, in particular the anti-symmetric
pattern of the rotation measures and the tilted pattern of Q
and U within the Solar circle. (The analytics underlying
the contrary conclusion of [20] are not apparent to us.) In
a future work we will discuss the magnitude and physical
origin of the e↵ective winding time ⇡ 70 Myr.

2.5 Thermal Electron Model

A large-scale model of the density of thermal electrons
in the Galaxy (ne) is needed to predict the rotation mea-
sures for a given magnetic field configuration. The spatial
distribution of ne can be estimated using dispersion mea-
sures of Galactic pulsars and scattering measures of Galac-
tic and extragalactic sources. We have tested the impact
of two di↵erent models for the thermal electron densities:
NE2001 [21] with the updated scale height of the thick
disk from [22] (used in JF12), and YMW17 [23]. The
newer YMW17 model benefits from more available dis-
persion measures from pulsars with measured distances,
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Figure 4. Backtracking of charged particles through the Galaxy starting from a regular grid of initial directions (dots). The resulting
directions outside of the Galaxy for particles with a rigidity of 20 EV are denoted by squares and the lines connecting the initial and
final positions were constructed by performing backtracking at higher rigidities. Each of the letters (a)-(t) denotes a di↵erent GMF
model that describes the synchrotron and RM data.

Figure 5. Minimum (left), average (middle) and maximum (right) magnification factor of the 20 GMF models studied in this work at
a rigidity of 10 EV.

impact of these models on the propagation of ultrahigh-
energy cosmic rays in the Galaxy by backtracking charged
particles from Earth to the edge of the Galaxy. The re-
sults are shown in Fig. 4 for particle rigidities R � 20 EV
(rigidity = energy/charge). As can be seen, the deflections
predicted by di↵erent models are mostly confined within
well-defined regions on the sky. If the variations studied
in this work were bracketing the extreme possibilities for
the large-scale configuration of the GMF, then one could
use these results to construct a correction for the spatially
varying average deflection based on all models and apply it
to the arrival directions of UHECRs together with the un-
certainty given by the spread of di↵erent model prediction.
However, the variations studied here are most probably not
exhaustive and thus give only a lower limit on the current
uncertainty of the inferred arrival direction of cosmic rays
at the edge of the the Galaxy. Nevertheless, in era of high-
statistics data from the Pierre Auger Observatory and Tele-
scope Array, the time seems ripe to use our current knowl-
edge of the large-scale structure of the GMF to enhance
studies of correlations between astrophysical sources and
the arrival directions of cosmic rays (see also [32]).

In this context it is also worthwhile noting that not all
extragalactic sources can be observed at Earth, because
there exists no trajectory through the GMF that would al-

low a charge particle of certain rigidity to reach Earth from
that direction [15, 33, 34]. This e↵ect can be conveniently
described by the magnification factor [15, 35] of the flux
arriving from a particular direction. Sky maps of the mag-
nification factor can be constructed by performing many
backtrackings from Earth on a fine isotropic angular grid
and counting the number of trajectories leading from each
extragalactic arrival direction to Earth [15, 33, 34]. The
obtained magnification map satisfies Liouville’s theorem,
since an isotropic flux of extragalactic cosmic rays will al-
ways lead to an isotropic flux at Earth by construction.

The minimum, average and maximum magnification
factors of the 20 coherent GMF models studied in this
work are shown in Fig. 5 for R = 10 EV. As can be seen,
the the GMF optics can cause magnification or demag-
nification of the extragalactic flux received at Earth. Es-
pecially for sources behind and below the Galactic cen-
ter (as seen from Earth), the 20 model variations predict
unanimously a large demagnification of the flux arriving
at Earth (blue region in the right panel of Fig. 5). This is
a general consequence of the poloidal component of the
coherent field [33, 34] which is quite strong in the central
region of the galaxy and persistently present in all 20 GMF
models.

F =
e3

2pm2
ec4 l2

Z
ne(l) Bk(l) dl + F0

(Unger & Farrar, 
ApJ 970 (2024) 1, 95)

Deflection in Galactic 
mag. fields (~3µG)



Rigidity dependence

E ≥ 56 Eev, 100% random field
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Protons, E ≥ 56 Eev, 0 / 100% random field
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Schematic representation of magnetized regions intervening in UHECR propagation. Their

approximative characteristic length scales are indicated in grey.

flux of secondary particles (pioneered by Berezinsky & Gazizov 1993). Numerical Monte-

Carlo methods are best suited to model inhomogeneous distribution of sources, calculate

secondary emissions, and treat the complex processes intervening in the propagation of

nuclei in the intergalactic medium. Among the existing propagation codes that have been

developed for this purpose, one might refer to the public code CRPropa (Armengaud et al.

2007) and to the complete nuclei propagation tool by Allard et al. (2006).

The calculated spectra are in very good agreement with the observed spectra for a variety

of chemical compositions, Galactic to extragalactic transition models, source evolution his-

tories, and injection spectrum indices between 1.6� 2.7, for a fixed maximum acceleration

energy, Emax (see, e.g., Figure 2). Kachelriess & Semikoz (2006) demonstrate that relaxing

the assumption of a single maximum acceleration energy and introducing a power-law dis-

tribution of Emax leads to a change in the overall propagated spectrum slope. A key region

for models to fit is the ankle around a few EeV where the spectral slope changes (see Section

4). The precise shape of the GZK feature depends on the local source density and on the

transient or continuously emitting natures of the sources (see, e.g., Aloisio & Boncioli 2010;

Berezinsky et al. 2006; Blasi et al. 1999; Medina Tanco 1998; Miralda-Escudé & Waxman

1996). For instance, if Emax � 100 EeV a recovery of the spectrum at high energies can be

observed by future detectors.

3.2 The e↵ects of Magnetic fields

The absence of powerful astrophysical counterparts in the arrival directions of UHECRs

is probably related to the e↵ect of cosmic magnetic fields that deflect and delay particles

during their propagation. Charged particles are subject to the influence of magnetic fields

14 Kotera & Olinto
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Rigidity dependence
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flux of secondary particles (pioneered by Berezinsky & Gazizov 1993). Numerical Monte-

Carlo methods are best suited to model inhomogeneous distribution of sources, calculate

secondary emissions, and treat the complex processes intervening in the propagation of

nuclei in the intergalactic medium. Among the existing propagation codes that have been

developed for this purpose, one might refer to the public code CRPropa (Armengaud et al.

2007) and to the complete nuclei propagation tool by Allard et al. (2006).

The calculated spectra are in very good agreement with the observed spectra for a variety

of chemical compositions, Galactic to extragalactic transition models, source evolution his-

tories, and injection spectrum indices between 1.6� 2.7, for a fixed maximum acceleration

energy, Emax (see, e.g., Figure 2). Kachelriess & Semikoz (2006) demonstrate that relaxing

the assumption of a single maximum acceleration energy and introducing a power-law dis-

tribution of Emax leads to a change in the overall propagated spectrum slope. A key region

for models to fit is the ankle around a few EeV where the spectral slope changes (see Section

4). The precise shape of the GZK feature depends on the local source density and on the

transient or continuously emitting natures of the sources (see, e.g., Aloisio & Boncioli 2010;

Berezinsky et al. 2006; Blasi et al. 1999; Medina Tanco 1998; Miralda-Escudé & Waxman

1996). For instance, if Emax � 100 EeV a recovery of the spectrum at high energies can be

observed by future detectors.

3.2 The e↵ects of Magnetic fields

The absence of powerful astrophysical counterparts in the arrival directions of UHECRs

is probably related to the e↵ect of cosmic magnetic fields that deflect and delay particles

during their propagation. Charged particles are subject to the influence of magnetic fields
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The Pierre Auger Observatory
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4 fluorescence detectors 
(24 telescopes up to 30°)

 Infill array of 750 m 
(63 stations, 23.4 km2)

AERA - Auger Engineering Radio Array

World’s largest radio experiment for
CR-physics.

Profiting from 3 other nearby CR-detectors:
(! high quality data, ext. trigger, ...).

100% duty cycle.

Energy threshold ⇠ 1017 eV.

2/16

1665 surface detectors: 
water-Cherenkov tanks 

(grid of 1.5 km, 3000 km2)

Radio antenna array 
(153 antennas, 17 km2)

  More than 400 members, 
  95 institutes, 18 countries 

High elevation telescopes (3)

LIDARs and laser facilities

Pierre Auger Observatory 
Province Mendoza, Argentina

Underground muon 
detectors (24+)



Telescope Array (TA)

Northern hemisphere: Delta, Utah, USA

~3
0 

km 507 SDs cover 680 km2 

3 FD stations

Utah, USA
39.3 0 N
112.9 0 W
Alt. 1400 m

- Central Laser 
- Lidar, IR camera 

- Electron Light Source 

Calibration Facilities

507 surface detectors: 
double-layer scintillators
(grid of 1.2 km, 680 km2)

3 fluorescence detectors 
(2 new, one station HiRes II)

Middle Drum: based on HiRes II

Infill array and high
elevation telescopes
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TALE FD Telescopes / Camera

TALE (TA low energy extension)

Auger

TA 

Fig. 2. The exposure of the Pierre Auger and Telescope Array experiments as a function of declination. The
vertical and inclined spectra of Auger, and the total exposure are shown, as are the TA exposures for zenith
angle limits of 45◦ and 55◦.

energy spectra even by observing the same region of the sky1.
Hereafter, we design an alternative way to measure the spectrum, so as to obtain an estimate in-

sensitive to the shape of the directional exposure of a given experiment. In this way, the energy spectra
measured in the same region of the sky should be compatible within the uncertainties, irrespective
of the anisotropies that might be imprinted upon the flux of cosmic rays – especially at the highest
energies. The starting point is to consider that anywhere the function ω(n) is non-zero, the differential
flux can be locally estimated as

J(n, E) =
1

ω(n)

d2N

dn dE
. (2)

Then, an alternative way to recover the energy spectrum, denoted as J1/ω, is to consider the differential
flux averaged over the observed region ∆Ω of the sky:

J1/ω(E) ≡ ⟨J(n, E)⟩∆Ω =
1

∆Ω

∫

∆Ω

dn

ω(n)

d2N

dn dE
. (3)

In this way, the energy spectrum J1/ω(E) is now an observable quantity that should be the same for
any experiment with non-zero f.o.v. in the region ∆Ω of the sky. In practice, with N events with
energies between E and E + ∆E, it can be estimated as

J1/ω(E) =
1

∆Ω∆E

N
∑

i=1

1

ω(ni)
, (4)

with, assuming Poisson statistics, uncertainties scaling to first order2 as

∆J1/ω(E) =
1

∆Ω∆E

√

N

ϵ

∫

dn

ω(n)
. (5)

1Note that an experiment with a uniform full-sky coverage would obviously not be affected by this effect, given that
∫

dn Janis = 0 by construction.
2This estimation of the uncertainties is obtained neglecting the effect of Janis.

4

Auger

TA

Exposure of observatories

Extension to TAx4 in progress



Measurement principles (hybrid observation)
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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ICRC 2021
THE ASTROPARTICLE PHYSICS CONFERENCE

Berlin |  Germany

ONLINE ICRC 2021
THE ASTROPARTICLE PHYSICS CONFERENCE

Berlin |  Germany

37th International 
Cosmic Ray Conference

12–23 July 2021

1. Heavy particles interact earlier than light  
—> Depth of the shower maximum (Xmax) is probe 
for cosmic-ray mass. 

2. MHz radio signals from: 
 
 
 
 
 
 
 
 
 

3. Radio emission footprint on the ground is sensitive 
to Xmax.  
 

4. Compare measured footprint to footprint from 
CORSIKA air shower simulation  
—> minimise for Xmax of measured shower. 

Introduction: Depth of the shower maximum (Xmax) as ‘mass composition’ 

3/11
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Bjarni Pont [Pierre Auger Collaboration] — July 2021 — ICRC2021 — CRI | Cosmic Ray Indirect



Examples of observed events
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Iron dominated flux 
Suppression: giant dipole resonance 
Ankle: transition to galactic sources

Auger ICRC 2013

Photo-dissociation  
(giant dipole resonance)

Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB, IR

Photo-pion production
(mainly Δ resonance)
and e+e– pair production
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Combined spectrum – systematic uncertainty

PRELIMINARY

Energy spectrum of Auger Observatory
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The quest for UHECR origins 
Auger, PRL (2020)

Ultra-high energy cosmic rays (UHECR)
Long thought to be of extragalactic origin > 5 EeV (0.8 J!), marking the ankle

Observed spectral features: instep at 10-15 EeV, toe at 40-50 EeV
→ markers of Peters cycle (acceleration) and UHECR horizon (propagation) 
     based on joint spectral-composition modeling

Spectral and composition observables integrated over the sphere  
→ help constrain source distance distribution & source escape spectrum

Anisotropy observables 
→ break down the flux (and composition) vs arrival direction: pinpoint sources?

Credits: Jorge Cham & Daniel Whiteson
2

Phys. Rev. Lett. 125 (2020) 121106 
Phys. Rev. D102 (2020) 062005 
Eur. Phys. J. C81 (2021) 966 

Auger 2021

Band: uncertainty, 
mainly 14% sys. energy scale

Spectrum shape and Instep not 
compatible with source models 
of single mass group (p, …, Fe)



Depth of shower maximum

Example: event measured by Auger
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Multi-messenger searches: photons

38

Photons interact deeper (larger Xmax),

fewer muons (rise time, lateral slope)

SD

simulated signal 
in SD tank

Photon Search Results
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(Auger, ICRC 2023)

(Auger, 2006 – 2011)

Exotic processes as 
dominant sources excluded 
Sensitivity reaches GZK 
predictions
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Multi-messenger searches: neutrinos
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• Best sensi1vity to UHE neutrinos
slightly below 1018 eV, comparable
to that of IceCube

• Integral limit for neutrino energies
between 1017 eV and 2.5×1019 eV:
3.5×10-9 GeV cm-2 s-1 sr-1

or equivalently
1.1 EeV km-2 yr-1 sr-1

• Frac1onal contribu1ons:
• Channel: ES 0.79; DGH 0.18; DGL 0.03
• Flavor: "" 0.10; "# 0.04; "$ 0.86

Upper limits on the diffuse flux of UHE neutrinos

15 November 2022Jaime Alvarez-Muñiz, Marcus Niechciol / Pierre Auger Collaboration Meeting November 2022 7

IceCube, PRD 98, 062003 (2018)
ANITA, PRD 98, 022001 (2018)
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Auger Observatory

Neutrino search using inclined air showers

(Auger, UHECR 2022)

Neutrino sensitivity better than Waxman-Bahcall bound  
Limits constrain GZK & astrophysical neutrino models



Arrival direction distribution surprisingly isotropic
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Arrival Directions of UHECRs

Cosmic-ray Sky above 1019 eV:

°0

°30

°60

°90

°-30

°-60

°-90

°300 °240°180 °120 °60

Pierre Auger and TA Collaborations, ApJ 794 (2014) 2, 172

Telescope Array (USA)

Pierre Auger Observatory (Argentina)
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Equatorial coordinates
Auger data

TA data
E > 1019 eV



Arrival directions – large angular scales
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E > 8⇥1018 eV

6.5% dipole at 6.9 σ (post rial) 
(Science 357 (2017) 1266, update ICRC 2023)

Large-scale anisotropy (Auger data)

24
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E [EeV] events amplitude r phase [deg.] P (� r)

4-8 81701 0.005+0.006
�0.002 80 ± 60 0.60

> 8 32187 0.047+0.008
�0.007 100 ± 10 2.6 ⇥ 10

�8

significant modulation at 5.2� (5.6� before penalization for energy bins explored)
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Combination of vertical and inclined showers

 

0.38

0.42

0.46

km
-2 sr

-1 yr
-1

-90

90

180 -180

2MRS

5 EeV

2 EeV

gal. coordinates

(l,b) = (233�,�13�)

Expected if cosmic rays diffuse to Galaxy from 
sources distributed similar to near-by galaxies 
(Harari, Mollerach PRD 2015, 2016) 

Deflection of dipolar pattern due to  
Galactic magnetic field 

Strong indication for extragalactic origin

Large-scale and multipolar anisotropies at the Pierre Auger Observatory R. M. de Almeida

⇢ (EeV) # 3? 3I 3 U3 [�] X3 [�] P(� AU1 )
4-8 106, 290 0.01+0.006

�0.004 �0.012 ± 0.008 0.016+0.008
�0.005 97 ± 29 �48+23

�22 1.4 ⇥ 10�1

8-16 32, 794 0.055+0.011
�0.009 �0.03 ± 0.01 0.063+0.013

�0.009 95 ± 10 �28+12
�13 3.1 ⇥ 10�7

16-32 9, 156 0.072+0.021
�0.016 �0.07 ± 0.03 0.10+0.03

�0.02 81 ± 15 �43+14
�14 7.5 ⇥ 10�4

�8 44, 398 0.059+0.009
�0.008 �0.042 ± 0.013 0.073+0.011

�0.009 95 ± 8 �36+9
�9 5.1 ⇥ 10�11

�32 2, 448 0.11+0.04
�0.03 �0.12 ± 0.05 0.16+0.05

�0.04 139 ± 19 �47+16
�15 1.0 ⇥ 10�2

Table 1: 3D dipole reconstruction. Shown are the number of events # , dipole components in the equatorial
plane 3? and along the rotation axis of the Earth 3I , the total 3D amplitude 3, dipole direction (U3 , X3) and
the probability to get a larger amplitude of AU1 from fluctuations of an isotropic distribution.
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Figure 1: Left panel:. Distribution of the normalized rate of events with energy above 8 EeV as a function
of the right ascension. The first-harmonic modulation obtained through the Rayleigh analysis is shown by a
black solid line. Right panel: Map of the flux of cosmic rays above 8 EeV in equatorial coordinates averaged
on top-hat windows of 45� radius. The location of the Galactic plane is shown with a dashed line and the
Galactic center is indicated with a star.

bin, averaged on top-hat windows of 45� radius is presented in the right panel of the same figure83

in equatorial coordinates. The dipole direction points ⇠ 115� away from the direction of the84

Galactic centre indicating an extragalactic origin for these cosmic rays, in agreement with previous85

publications [6, 7].86

The dipole amplitudes as a function of energy are presented in the left panel of Fig. 2. The87

evolution can be described as done in [6] by 3 = 310(⇢/10 EeV)V with 310 = 0.050 ± 0.007 and88

V = 0.98 ± 0.15. The reconstructed direction of the dipolar anisotropy for the di�erent energy bins89

is shown in the right panel of Fig.2 with corresponding 68% C.L. contours of equal probability per90

unit solid angle, marginalized over the dipole amplitude. There is no clear trend in the change of91

the dipole direction as a function of energy considering the present accuracy. The growth of the92

dipole amplitude as a function of energy can be a consequence of the larger relative contribution93

from nearby sources to the flux at higher energies with respect to the integrated flux from the94

more distant and isotropically distributed sources [10–18]. This suppression in the flux of sources95

at larges distances is expected to result from the interaction of UHECRs with the background96

radiation [19, 20]. Interpretation of the reconstructed dipole directions for the di�erent energy97

bins requires taking into account the magnetic deflections of the particles during their trajectory98

4

GC

Dipole reconstruction

5No clear trend in the evolution of dipole direction with energy 

Galactic coordinates

Corresponds to 6.6\

was 1.4 × 10EX (ApJ 2020) and 
2.6 ×10E[ (Science 2017)

Dipole amplitude 
growing with energy

Dipole points away 
from Galactic Center: 
extragalactic origin



Arrival directions – high-energy anisotropy searches

42

A closer look at the catalog-based models

Which UHECR overdensities do the models grasp?
Centaurus region in all models (M83 + Cen A + NGC 4945 at ~4 Mpc)

Galactic-South-pole tepid spot in starburst model (NGC 253 at ~4 Mpc)

No hotspot at (l,b) ~ (280°,75°) from IR model (Virgo cluster at ~16 Mpc)

Observed > 41 EeV

Best-fit models > 38-41 EeV 

9

Disclaimer: qualitative comparison
Starbursts + IR/X-ray/ɣ-ray vs IR/X-ray/ɣ-ray

yield only mild (2-3σ) preference for starbursts

Discovery level of 5σ expected only after 2025 
First probe of TA over-densities thanks to inclined showers

(Astrophysical Journal, 935:170, 2022, update ICRC 2023)

Centaurus A: E > 3.8 1019 eV, ~27° radius, 4.0 σ (post trial) 
Starburst galaxies: E > 3.8 1019 eV, ~25° radius, 3.8 σ (post trial)

Perseus 
Pisces 
cluster

TA hot-spot

Cen A

  

SBGs and AGNs in our vicinity

Active galaxies or AGN

e.g. Cen A, close to an Auger hotspot

AGNs from the 2FHL Catalog 
(Fermi-LAT, > 50 GeV)

within 250 Mpc

Ackermann+ 16

more distant (90% of Bux < 100 Mpc)

Star-forming or starburst galaxies

e.g. M82, close to the TA hotspot

'Starbursts' from Fermi-LAT search list 
(HCN survey) within 250 Mpc

with radio Bux > 0.3 Jy

Gao & Salomon 05

nearby (90% of Bux < 10 Mpc)

Assumption: UHECR 2ux ∝ non-thermal photon 2ux

Note: inspired from Pierre Auger Collaboration 2011
but di�ers from most past UHECR studies:

doesn't assume that sources are 'standard' candles

Jonathan Biteau | MIAPP | 2018-03-19 |  Page 4/22            
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Interpretation of data
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Model calculations for mass composition and flux

44

Transition to heavier nuclei
No direct 
composition 
data 

Assumption: source injection spectra

universal in rigidity R = E/Z 

(acceleration, scaling with charge Z)

Exceptionally hard injection spectrum

Flux suppression due mainly to limit 
of injection energy of sources

dN
dE

⇠ E1.5...2
E�2...�2.3

Fermi acceleration

Ep,cut = 1.4 . . .1.6⇥1018 eV

(Auger, JCAP 05 (2023) 024 & JCAP 01 (2024) 022) 



3

Figure 1. Left above: The density field of the local universe derived from CosmicFlow-2 (Hoffman et al. 2018) in Super-
galactic coordinates; a 3D interactive view is available at [https://sketchfab.com/3d-models/quasi-linear-construction-of-the-density-field-
91448f58ed5b4a30b5dc270a34fb4352] Left below: The intensity map of the flux illuminating the Galaxy � 8 EeV, for sources following
the CosmicFlow-2 density field using the Eq. 1, “d90”, treatment; the pattern is virtually identical for the sharp-horizon treatment, but with
maximum relative flux =1.47 instead of 1.67 as in “d90”. The direction of the dipole component is not far from the CMB dipole. Right panels:
The colored lines are the percentage contribution to the observed UHECR flux coming from the indicated distance bins, as a function of energy,
for the parameters of the best-fitting d90 (above) and sharp-horizon SH* (below) models detailed in Table 1. The dots represent the average
over the energy bin indicated at the top. The actual calculation uses 1 Mpc bins in distance and 0.1 bins in log10(E).

discussed in Table 1; the meaning should be clear in context.)
Even if the source spectrum were known, Eq. 1 is not an ex-
act description because the energy loss rate evolves during
evolution as the composition and energy change. Moreover
the d90(A, E) values available in the literature are integrated
above a threshold rather than applying to a bin of energy.
A future more accurate treatment needs to take this into ac-
count as well as taking the source spectrum as an unknown
to be self-consistently fit.

We explore the possible spreading of the source images
and reduction in horizon due to diffusion in the EGMF, us-
ing the sharp-horizon treatment. We adopt the simplest hy-
pothesis that the universe is filled with homogeneous and
isotropic turbulent magnetic fields. While the turbulence
level of the EGMF is still unknown, upper limits obtained by
various measurements or arguments exist (Durrer & Neronov
2013). We adopt a Kolmogorov spectrum and – to fully

cover the possible parameter space – we consider rms ran-
dom field strength 0.08  BEG  10 nG and coherence
length 0.08  �EG  0.5 Mpc. The diffusion coefficient,
DEG, and indeed all magnetic deflections, depends on rigid-
ity, E/Z; in the relevant rigidity domain, DEG is proportional
to
⇣
E/ZBEG�0.5

EG

⌘2
(Globus et al. 2008). The intensity profile

of a single source depends on the diffusion coefficient and on
the distance to the source; it is calculated by a method fol-
lowing the diffusion of light in scattering media, that allows
to take into account the transition between quasi-linear and
diffusive regimes, as detailed in Appendix A.

For a given assumed EGMF, composition and energy, and
adopting either the sharp-horizon or d90 attenuation, we cal-
culate the weight of a 1-Mpc-thick shell of matter at dis-
tance z in the total observed CR flux at the given (A, E). The
final illumination map for that (A, E) and attenuation model
is then the weighted sum of the surface mass density in each

Extragalactic origin of dipole anisotropy

45

Protons below ankle energy are of extragalactic origin 
Dipole anisotropy indicates transition to extragalactic sources 
Interplay of source distribution, composition, and mag. horizon

12 The Pierre Auger Collaboration
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Figure 6. Comparison of the dipole amplitude as a function of energy with predictions from models (Harari et al. 2015) with

mixed composition and a source density ⇢ = 10
�4

Mpc
�3

. Cosmic rays are propagated in an isotropic turbulent extragalactic

magnetic field with rms amplitude of 1 nG and a Kolmogorov spectrum with coherence length equal to 1 Mpc (with the results

having only mild dependence on the magnetic-field strength adopted). The gray line indicates the mean value for simulations

with uniformly distributed sources, while the blue one shows the mean value for realizations with sources distributed as the

galaxies in the 2MRS catalog. The bands represent the dispersion for di↵erent realizations of the source distribution. The steps

observed reflect the rigidity cuto↵ of the di↵erent mass components.

Regarding the possible origin of the dipolar CR anisotropy, we note that the relative motion of the observer with
respect to the rest frame of cosmic rays is expected to give rise to a dipolar modulation of the flux, known as the
Compton–Getting e↵ect (Compton & Getting 1935). For particles with a power-law energy spectrum d�/dE / E�� ,
the resulting dipolar amplitude is dCG = (v/c)(� + 2), with v/c the velocity of the observer normalized to the speed
of light. In particular, if the rest frame of the cosmic rays were the same as that of the cosmic microwave background,
the dipole amplitude would be dCG ' 0.006 (Kachelriess & Serpico 2006), an order of magnitude smaller than the
observed dipole above 8 EeV. Thus, the Compton–Getting e↵ect is predicted to give only a sub-dominant contribution
to the dipole measured for energies above 8 EeV.
Plausible explanations for the observed dipolar-like distribution include the di↵usive propagation from the closest

extragalactic source(s) or that it be due to the inhomogeneous distribution of the sources in our cosmic neighborhood
(Giler et al. 1980; Berezinsky et al. 1990; Harari et al. 2014, 2015). The expected amplitude of the resulting dipole
depends in these cases mostly on the number density of the source distribution, ⇢, with only a mild dependence on the
amplitude of the extragalactic magnetic field. For homogeneous source distributions with ⇢ ⇠ (10�5 � 10�3) Mpc�3,
spanning the range between densities of galaxy clusters, jetted radio-galaxies, Seyfert galaxies and starburst galaxies,
the dipole amplitude turns out to be at the level of few percent at E ⇠ 10 EeV, both for scenarios with light (Harari
et al. 2014) and with mixed CR compositions (Harari et al. 2015). A density of sources smaller by a factor of ten leads
on average to a dipolar amplitude larger by approximately a factor of two. An enhanced anisotropy could result if the
sources were to follow the inhomogeneous distribution of the local galaxies, with a dipole amplitude larger by a factor
of about two with respect to the case of a uniform distribution of the same source density. The expected behavior is
exemplified in Figure 6 where we have included the observed dipole amplitude values together with the predictions
from Harari et al. (2015) for a scenario with five representative mass components (H, He, C, Si and Fe) having an E�2

spectrum with a sharp rigidity cuto↵ at 6 EV and adopting a source density ⇢ = 10�4 Mpc�3 (ignoring the e↵ects of
the Galactic magnetic field). The data show indications of a growth in the amplitude with increasing energy that is
similar to the one obtained in the models. Note that this kind of scenario is also in line with the composition favored
by Pierre Auger Observatory data (The Pierre Auger Collaboration 2017c).
Regarding the direction of the dipolar modulation, it is important to take into account the e↵ect of the Galactic

magnetic field on the trajectories of extragalactic cosmic rays reaching the Earth.4 The facts that the Galactic magnetic

4 These deflections can not only lead to a significant change in the dipole direction and in its amplitude, but they also generate some
higher order harmonics even if pure dipolar modulation is only present outside the Galaxy (Harari et al. 2010).

p
He

CNO
Si (Auger, ApJ 868 (2018) 1)

Direction and energy dependence of extragalactic dipole 

(Auger, ApJ 203, 2012, 
Giacinti et al. JCAP 2012, 2015)

1018                                             10191018                                             1019
  E (eV)

(Ding, Globus & Farrar 
ApJ 913 (2021) L13)

(Bister & Farrar, 
2312.02645)



Moon for comparison 
of apparent size

Closest Active Galactic Nucleus: Centaurus A

appear to accelerate superthermal particles. Internal shock models are 
invoked in GRBs (Rees and Meszaros, 1994; Kobayashi et al., 1997; 
Piran, 2004), microquasars (Jamil et al., 2010; Malzac, 2013; Drappeau 
et al., 2015) and AGN jets (Spada et al., 2001; Ghisellini et al., 2002; Bai 

and Lee, 2003) to explain some of the observed temporal behaviour. 
Reconfinement shocks may explain the appearance of knots and quasi- 
periodic brightenings along the jet length in radio galaxies (Stawarz 
et al., 2006; Nalewajko, 2012; Hardcastle et al., 2016; Levinson and 

Fig. 7. Top: Mollweide projection of UHECR fluxes above 8EeV in Galactic coordinates from PAO (Pierre Auger Collaboration et al., 2017b). A dipole anisotropy is 
observed in the data. Bottom: Mollweide projection of the anisotropic excess events per beam above 60 EeV in Galactic coordinates from PAO (Aab et al., 2018). In 
both plots, the PAO exclusion zone in the northern hemisphere is marked. We also plot the gamma-ray AGN and SBG samples from (Aab et al., 2018) and luminous 
(νLν > 2 × 1040erg s 1) radio galaxies within 100 Mpc from the van Velzen et al. (2012)catalogue. 

Fig. 8. a) Schematic showing a possible profile along 
an AGN jet of three few key physical quantities defined 
in Section 6: magnetisation, σ, magnetosonic Mach 
number, Mms, and the ratio of the bulk and turbulent 
velocities. Regions where certain mechanisms are ex-
pected to dominate are shaded. TS denotes termina-
tion shock. The figure is intended as a guide to aid the 
discussion in Section 6. The sketched profiles are in-
formed by a combination of observational constraints 
and numerical simulations (see Potter, 2017; 
Matthews et al., 2019b; Chatterjee et al., 2019, for 
examples of more detailed profiles). IS/RS denotes 
internal shocks/reconfinement shocks. b) shows a vo-
lume rendering of the jet tracer, a passive scalar that 
tracks jet material, from a relativistic hydrodynamic 
simulation of an AGN jet, carried out using PLUTO. The 
rendering is shown for illustrative purposes and some 
possible mechanisms and sites for particle acceleration 
are labelled. 

J.H. Matthews, et al.   New Astronomy Reviews 89 (2020) 101543

13

Fermi I (diffusive 
shock acceleration)

Fermi II (cloud 
acceleration)

(Matthews, Bell, Blundel New Ast. Rev. 89 (2020) 101543)
Distance ~3.8 Mpc
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(Unger, Farrar, Anchordoqui, PRD 92, 2015)
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(b) Composition at Earth

FIG. 2: Spectrum and composition at Earth. Dots are data from the Pierre Auger Observatory [10, 32], error bars denote
the statistical uncertainties and the shaded boxes in the red figure illustrate the experimental systematic uncertainties of the
composition. The composition estimates are based on an interpretation of air shower data with Epos-LHC. The lines denote
the predictions of our model.

source parameters
power law index of injected nuclei � fix -1
mass number of injected nuclei A1 free 28
maximum energy Ep

max free 1018.5 eV
cosmic ray power density, E ° 1017.5 eV

.
✏17.5 free 8.2 ˆ1044 erg

Mpc3 yr

evolution ⇠pzptqq fix star formation rate [37]

source environment
energy of maximum of photon field density "0 fix 50 meV
power law index of photon spectrum (" † "0) ↵ fix ` 5

2
power law index of photon spectrum (" • "0) � fix ´2
power law of escape length � fix ´1
ratio of interaction and escape time RFe

19 free 275

propagation to Earth
infra-red photon background – fix Kneiske04 [36]

spectrum of Galactic cosmic rays
power law index at Earth �gal free -4.2
mass number of Galactic nuclei Agal fix 56
flux fraction at 1017.5 eV fgal free 56%

TABLE I: Parameters of the fiducial model.

from Kaskade-Grande [38].

The resulting fit is shown in comparison to data in
Fig. 2. There is a good overall agreement between the
model and the data. The shape of the spectrum is de-
scribed well, including the ankle and the flux suppres-
sion. The model also qualitatively reproduces the in-
crease of the average logarithmic mass with energy and

the decrease of its variance. Normalizing this model to
the observed flux at Earth, we infer a comoving energy
injection rate in CRs at z “ 0 and above 1017.5 eV of
.
✏17.5 “ 8.2 ˆ 1044 erg

Mpc3 yr .

The neutrino signals of our model are shown in Fig. 3.
Details of the calculation are given in Appendix C. The
predicted anti-neutrino flux from neutron �-decay agrees

UFA model

Nuclear disintegration in source 
region (scaling with mass A) 
(Globus et al. 2015, Unger et al. 2015, 
Fang & Murase 2017)

(Murase 2019)

Problem 1: injection of mainly heavy elements 
Problem 2: ions have to leave source 
Problem 3: hard source spectrum 
Problem 4: source population diversity 
Problem 5: large degree of isotropy 

Fiducial Scenario
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flux at source

flux and composition
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New generation of complex model scenarios

48

Interplay between 
confinement in source 
and disintegration of nuclei:

hard energy spectra

(Aloisio et al. 2014, Taylor et al. 2015, 
Globus et al. 2015, Unger et al. 2015, 
Fang & Murase 2017)

13

FIG. 16. Same as Fig. 12 but with HL GRB contribution
added. The maximum acceleration energy is ZE0

p,max =

1018.2ZL�iso,47
1/2 eV and �E = 0.14.

tion assuming the proton composition for the HL GRBs
and the LL GRB duration 100 times longer than the HL
GRB duration. The main results are una↵ected with the
luminosity function used in this work. If the composi-
tion for the HL GRBs is proton-dominated, the model
predicts that the composition changes at the highest en-
ergies, ⇠ 1020.2 eV.

V. CONNECTION TO THE ICECUBE
NEUTRINOS

Murase et al. [40] suggested that LL GRBs can be
the dominant sources of IceCube’s neutrinos (see also
[99, 100]). Interestingly, one of the predictions for a low
Lorentz factor of � = 5 is compatible with the IceCube
data above ⇠ 0.1 PeV [50], and the medium-energy neu-
trinos could be explained by their choked jet contribution
that can be more abundant [50]. The di↵use neutrino
flux from high-energy nuclei can be estimated using the
simple analytic formula [31],

E
2
⌫�⌫ ⇡ c

4⇡H0

3

8
⇠zfsupmin[1, fp�(EA/A)fA�(EA)

+ fmes(EA)(1� fA�(EA))]E
2
A
dNA

dEA
⇢
LL
0

⇠ 2⇥ 10�8 GeV cm�2 s�1 sr�1min[1, fp� ]fsup

⇥
✓
⇠CR/R

1

◆✓
⇠z

3

◆✓
E iso
rad

1050 erg

◆✓
⇢
LL
0

200 Gpc�3 yr�1

◆
,(10)

where the factor ⇠z includes the contribution from high-
redshift sources and fsup taking into account the possi-
ble e↵ect due to meson and muon cooling. High-energy
neutrinos from LL GRBs can be produced by the pho-
tomeson production by nuclei (with the e↵ective optical
depth fmes) and by secondary nucleons (with the e↵ec-
tive optical depth fA�(EA/A)) [15], and we have used a
rough relationship fp� ⇠ fmes considering that the pho-
tomeson production cross section is roughly proportional
to A. We can see that it is possible for the observed LL
GRBs to account for the di↵use neutrino flux observed
by IceCube, ⇠ 3 ⇥ 10�8 GeV cm�2 s�1 sr�1 if fp� ⇠ 1.
Note that fp� ⇠ 1 implies that nuclei are destroyed and
the resulting neutrino flux violates the nucleus-survival
bound [31]. This implies that the di↵use UHECR flux
and neutrino flux can be explained by LL GRBs in the
multizone model, where neutrinos come from inner radii
and UHECRs originate from outer radii [101, 102].

We also predict the flux of cosmogenic neutrinos which
are produced during the propagation of UHECR nuclei in
the intergalactic space due to the interaction with CMB
and EBL photons. The cosmogenic neutrino flux is es-
timated to be E

2
⌫�(E⌫) ⇠ 10�10 GeV cm�2 s�1 sr�1.

Note that this flux of the cosmogenic neutrinos is nearly
one or two orders lower than the prediction of the pro-
ton dominated scenario (e.g., [103–106]), so the detec-
tion would require ultimate neutrino detectors such as
GRAND [107]. On the other hand, the possible con-
tribution from HL GRBs may enhance the cosmogenic
neutrino flux if their composition is dominated by pro-
tons, in which the neutrino signals may be detected by
future neutrino detectors such as ARA [108] and ARI-
ANNA [109].

Tidal disruption events (TDEs) 
of WD or carbon-rich stars

(Farrar, Piran 2009, Pfeffer et al. 2017, 
Zhang et al 2017)

Reverse shock scenario in

low-luminosity long GRBs

(Zhang, Murase et al 2019+)

One-shot acceleration in 
rapidly spinning neutron stars 
(Arons 2003, Olinto, Kotera, Feng, Kirk …)

Relativistic reflection of

existing CR population

(Biermann, Caprioli, Wykes, 2012+, Blandford 2023)

Cen-A bust & deflection on 
Council of Giants, solving isotropy

and source diversity problem

(Taylor et al. 2023)

3

Fe Si, S
C, O, Ne, Mg

Nuclei

Proton

Neutron

RS

FS

CD

Shocked 
ejecta

Shocked 
CBM

Unshocked 
CBM

Engine-driven SNe

Unshocked 
ejecta

FIG. 1. A schematic diagram about the origin of UHECR
nuclei from GRBs. Nuclei in the stellar core can be extracted
by the relativistic outflow and accelerated to ultrahigh en-
ergies in the energy dissipation region via internal shocks or
external reverse-forward shocks. The progenitor massive star
is assumed to have an “onion-skin” structure at the onset
of core collapse with an iron core in the center (red circle)
surrounded by Silicon/Sulfur shell (purple circle) and Oxy-
gen/Carbon shell (green circle).

estimated to be R⇥ ' 5.6 ⇥ 1016E1/4
k,51.5%

�1/4
cbm,1T

1/4
4

cm,
where we adopt the “thick ejecta shell” case considering
� = cT > R⇥/2�2

0
, and T = 104 s is the engine frame

duration of the GRB ejecta [90]. This is justified when
the central engine is active for a su�ciently long time.
Note that if R⇥/2�2

0
> cT , we should consider the “thin

ejecta shell” � = R⇥/2�2

0
, where the thickness of the

ejecta shell are dominated by the velocity spreading.
The Lorentz factor of the shocked ejecta in the en-

gine frame is �⇥ ' 6.3 E1/8
k,51.5%

�1/8
cbm,1T

�3/8
4

, where we

adopt the condition %ej/%cbm ⌧ 4�2

0
for more tenuous

ejecta. The Lorentz factor of the shocked ejecta viewed
from the frame of the unshocked ejecta can be calcu-
lated from the addition of velocities in special relativ-
ity, �0

⇥ ⇡ (1/2)(�⇥/�0 + �0/�⇥) ' 1.1. The mag-
netic field strength of the shocked GRB ejecta can be
estimated assuming a fraction ✏B of the post-shock en-
ergy density is converted into the magnetic energy, B⇥ '
1.6✏1/2B,�1.3E

1/8
k,51.5%

3/8
cbm,1T

�3/8
4

G.

Once we know the Lorentz factor and magnetic field
strength of the shocked ejecta, we can constrain the RS
emission spectra. The typical break frequencies mea-
sured in the engine frame can be calculated using the
formula ⌫i = 3e�2

i B⇥�⇥/4⇡mec with some characteris-
tic Lorentz factor of electrons, �i. Here ⌫i represents ⌫m
(injection frequency), ⌫a (self-absorption frequency), and
⌫c (cooling frequency), respectively. The injection syn-
chrotron frequency in the engine frame is

⌫m ' 1.4⇥ 1013[(�0
⇥ � 1)/0.1]2

⇥ ✏
2

e,�1
f
�2

e,�2
✏
1/2
B,�1.3E

1/4
k,51.5%

1/4
cbm,1T

�3/4
4

Hz, (1)

with ✏e is the equipartition value of the thermal energy
convert to electrons, fe is the number fraction of electrons
that are accelerated. We adopt s = 2.4 as the default
electron spectral index as in Ref. [91], and the chosen
value s = 2.4 is already used in previous works in or-
der to reproduce the external reverse-forward shock emis-
sion [90, 93]. The electron cooling Lorentz factor depends
on the ratio between electron radiation time scale and
dynamical time scale �c = 6⇡mec

2�⇥/�T (Y + 1)R⇥B
2

⇥,
where Y is the Compton Y parameter. The typical cool-
ing frequency in the slow cooling regime is

⌫c ' 4.1⇥ 1013✏�3/2
B,�1.3E

�1/2
k,51.5%

�1

cbm,1T
�1/2
4

Hz, (2)

and the self-absorption frequency is

⌫a ' 3.8⇥ 109✏1/5B,�1.3✏
�1

e,�1
f
8/5
e,�2

E19/40
k,51.5

⇥ %
13/40
cbm,1T

�33/40
4

[(�0
⇥ � 1)/0.1]�1 Hz. (3)

The latter is estimated by setting the self-absorption op-
tical depth ⌧(⌫a) to unity [90, 91].
The synchrotron emission from RS can be described as

broken power law [91] (⌫a < ⌫m < ⌫c)

dn

d"
= n", max

8
>><

>>:

("a/"m)�2/3("/"a) "min < "  "a

("/"m)�2/3
"a < "  "m

("/"m)�(s+1)/2
"m < "  "c

("c/"m)�(s+1)/2("/"c)�(s+2)/2
"c < "  "max

(4)

where n", max = L", max/4⇡R2

⇥c"m is the normalization
of the di↵erential photon number density. The comoving
frame luminosity per unit energy is

L", max =
1

2⇡~
feNe

p
3e3B⇥

mec
2

= 6.9⇥ 1055fe,�2✏
1/2
B,�1.3E

9/8
k,51.5%

3/8
cbm,1T

�3/8
4

s�1
,(5)

where Ne = Ek/�0mpc
2. We show the comoving frame

di↵erential photon number density (blue lines) in Fig. 2,
which are calculated from following di↵erent parameter
sets:

• Jet-A: Ek = 3 ⇥ 1051 erg, T = 104 s, �0 = 10,
%cbm = 10 cm�3, ✏e = 0.1, fe = 0.01, ✏B = 0.01,
and s = 2.4.
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Rapporteur’s summary of CRI in ICRC2023

1

Large scale anisotropies

5

We can see the whole sky: 
better reconstruction of large 
scales structures
no assumption needed on higher ℓ 
when measuring the dipole and 
quadrupole amplitudes
(unlike in Auger-only or TA-only 
studies)

The only significant feature found 
is a dipole pointing away from 
the GC at lower energiesEquatorial

Conclusions

11

- We updated the all-sky search 
for anisotropies in the arrival 
directions of UHECR using the 
latest datasets from TA (14 years) 
and Auger (19 years). 

- We confirm the presence of a 
dipole pointing away from the GC 

- A catalog likelihood analysis using 
the starburst catalog rejects 
isotropy at ∼4.6σ post trial 

The ongoing upgrades of the two 
observatories, AugerPrime and TAx4 
will improve significantly this kind of 
analyses in the next years
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TA 15-years (ICRC2023 Preliminary), Auger 17-years (ApJ 935 170 (2022))
Figure 10: UHECR sky-maps around the “ankle”, “cutoff”, and above 100 EeV. The flux sky-map
of 45� oversamplings with energies around the “ankle” region (top-left) and significance sky-map of 25�

oversamplings around the “cutoff” region (top-right) in equatorial coordinates reported by the Auger-TA
anisotropy working group [65]. The bottom figure indicates the arrival directions of UHECRs above
100 EeV measured by Auger and TA, together with nearby astronomical source candidates.

7.2 UHECR “astronomy”

The most significant anisotropy at the highest energies was reported by Auger in the direction
of Centaurus A with a significance of 4.0f above 38 EeV using 27 degrees oversamplings [64].
A flux pattern analysis of the southern sky using a catalog of nearby starburst galaxies resulted
in a significance of 3.8f under a 9% anisotropic fraction and 25 degree angular-scale [64]. TA
shows two hotspots, one of 2.8f above 57 EeV in the direction of Ursa Major, and of 3.3f above
25 EeV in the direction of the Perseus-Pisces Supercluster [5]. The TA hotspots were tested by
Auger using a compatible exposure. No excesses were found in these directions [64]. Further
Cross checks and independent measurements are crucial to increase the currently limited statistics
and hence reliability of these results. The Collaboration between Auger and TA for anisotropy
studies was tasked with measuring the all sky-map at the highest energies [65] and making possible
interpretations [66] as shown in Figure 10. Surprisingly, no excess has been found from the Virgo
cluster which is the most promising source candidate for UHECRs. This has been dubbed the

12

E > 1020 eV (Fujii, rapporteur talk ICRC 2023)

News from the Galactic Magnetic Field
(...and the Origin of the Amaterasu Particle)

NGC628 M. Krause 2019; T. Stanev ApJ97; JF12 Farrar&Sandstrom

M. Unger (KIT) in collaboration with G.R. Farrar (NYU)

HEU Seminar, Dec 14th 2023

Backtracking of particles

through Galactic mag. field

(TA, Science 382 (2023) 903)
Amaterasu event (~2.4x1020 eV)

(Farrar & Sandstorm, JF12) Auger high energy event (~1.6x1020 eV)

preliminary

(Unger 2024)

Transient sources?

(Unger & Farrar, ApJ 962 (2024) L5)

New mag. field model UF24 
(Unger & Farrar, 2311.12120)

Fe

Fe



Upgrade of the Observatory – AugerPrime
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Physics motivation 

- Composition measurement 
up to 1020 eV


- Composition selected anisotropy

- Particle physics with air showers

- Much better understanding of 

new and old data

Components of AugerPrime 

- 3.8 m2 scintillator panels (SSD)

- New electronics (40 MHz -> 120 MHz)

- Small PMT (dynamic range WCD)

- Radio antennas for inclined showers

- Underground muon counters 

(750 m array, 433 m array)

radio

μ
Composition sensitivity
with 100% duty cycle

(AugerPrime design report 1604.03637)

Auger Observatory Phase II: 
10 more years of data taking
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Qualitative approach: Heitler-Matthews model

Primary particle proton

Assumptions:  

• cascade stops at 

• each hadron produces one muon 

Epart = Edec

Nµ =
�

E0

Edec

⇥�

(Matthews, Astropart.Phys. 22, 2005)
52

E0/(ntot)
n

E0/(ntot)
2

E0/ntot

E0
ntot = np0 +nch

(nch)
2

(nch)
n

nch

o 
o 
o 
o

a =
lnnch

lnntot
⇡ 0.85 . . .0.95

π 0 decay immediately

π ± initiate new hadronic cascades 



Superposition model – particle numbers
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Proton-induced shower

Nµ =
�

E0

Edec

⇥�

Assumption: 
nucleus of mass A and energy E0 corresponds 
to A nucleons (protons) of energy En = E0/A

NA
µ = A

�
E0

AEdec

⇥�
= A1��Nµ

�� 0.9

Nucleus 
(binding energy ~5 MeV/nuc)

Ei = E0/A

Target

Nmax ⇠ E0/Ec

NA
max ⇠ A

✓
E0

AEc

◆
= Nmax

Iron showers ~40% more muons than proton showers



Superposition model – depth of shower maximum
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Proton-induced shower

Assumption: 
nucleus of mass A and energy E0 corresponds 
to A nucleons (protons) of energy En = E0/A

Nucleus 
(binding energy ~5 MeV/nuc)

Ei = E0/A

Target

Proton showers penetrate deeper than iron showers ~ ln(A)

Xmax � �eff ln(E0)

XA
max � �eff ln(E0/A)

D
epth

X

Ne



Hadronic interactions – cross section measurement
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Challenges in analysis
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(Auger, ICRC 2015)
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Hadronic interactions – cross section measurement
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Applicable to a mixed mass
composition

⇒ Tail of Xmax−Distribution

Ellsworth et al. PRD 1982
Baltrusaitis et al. PRL 1984

dN/dXmax ∝ exp(−Xmax/Λη)

where η specifies the fraction of most
deeply penetrating events

Ralf Ulrich for the Pierre Auger Collaboration 1

Only deep showers are used

(Auger, PRL 109 (2012) 062002)

(Auger, ICRC 2015)



Auger muon measurement – vertical showers
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J. ALLEN et al. INTERPRETATION OF AUGER OBSERVATORY SURFACE DETECTOR SIGNAL
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the

18

Energy scaling: em. particles and muons

Muon scaling: hadronically produced muons 
and muon interaction/decay products

Use showers of different zenith angles

E ≈ 1019 eV

G.R. Farrar et al., Muon content of hybrid PAO CRs
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s2

i, j = s2
rec,i +s2

sim,i, j +s2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in Sµ and SEM from the S(1000)�wµ fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and Rµ for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and Rµ are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE �Rµ plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit Rµ is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary

In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.

(Auger, PRL 117, 2016)
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Auger muon measurement – inclined showers
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FIG. 3. Measured average number of muons as a function of the energy and the predictions from three interaction models for
proton (red) and iron (blue) showers.

FIG. 4. Left panel: Average number of muons measured as a function of the energy together with the predictions from three
interaction models given the composition measured with Xmax. The line is the best fit of the form hRµi[E] = a(E/(1019 eV))b.
Right panel: Relative fluctuations in the number of muons measured as a function of the energy together with the predictions
from three interaction models given the composition measured with Xmax.

B. Detailed comparison between interaction models and measurement

In Fig. 3 the average number of muons in each bin of energy is shown. The model predictions for proton and iron

primaries are shown as well.

In Fig. 4 the measurement of the average number of muons (left panel) and the relative fluctuations (right panel)

are shown as a function of the energy. The predictions from interaction models given the measured composition

are shown for each model individually. In Figs. 5 and 6 the measurement of the average number of muons and the

relative fluctuations are compared with the predictions from the interaction models separately. All models, given the

measured composition, reproduce the fluctuation measurement. In case of the average number of muons none of the

models yields enough muons to describe the data.

In Fig. 7 the measurement of hXmaxi and hlnRµi at 10
19

eV are compared. Both quantities scale linearly with

hln Ai, meaning the predictions for di↵erent primary compositions fall on a line.

(Auger PRD 2015, PRL 2021)

The probability of hybrid events hðEÞ (product of the
energy spectrum of cosmic rays and the efficiency of
detection) can be obtained from the data, as explained in
and [10,24,26]. The rhs of Eq. (2) depends on the
parameters a and b via Eq. (1). To obtain the energy
dependence of the fluctuations, we parametrize σ by six
independent values such that σðEÞ ¼ σ̂k · hRμiðEÞ, where
the constants σ̂k are the relative fluctuations in the kth
energy bin with limits ½Ek−1; Ek%, where k runs from one to
six. In Eq. (2), k ¼ 0 corresponds to the contributions from
the interval ½0; Ethr%, where the SD is not fully efficient. The
fluctuations here are assumed to take the value of the first
fitted bin σ̂0 ≡ σ̂1.
The sum over the index i in Eq. (2) (the usual sum over

the log-likelihoods of events) includes only events above
the energy threshold of 4 × 1018 eV. The function CðEÞ is
the normalization factor from the double Gaussian. The
result of the fit for the parameters a and b are shown in
Fig. 1. The fluctuations are shown in Fig. 2. The distri-
bution of the number of muons and the PDF in the
individual energy bins can be found in the Supplemental
Material [17].
The dominant systematic uncertainties of σ come from

the uncertainties in the resolutions sE and sμ. For sμ we
estimate the uncertainty using simulations and data. In
simulations, the uncertainty was estimated by the spread in
a sample of simulated showers, where each shower is
reconstructed multiple times, each time changing only the
impact point at the ground. For data, we reconstruct the
same event multiple times, leaving out the signals from one
of the detector stations. The average relative resolution

hsμ=Rμi and its systematic uncertainty is thus ð10& 3Þ%
at 1019 eV.
We verified the values of sE by studying the difference in

the energy reconstruction of events measured independently
by two or more FD stations. The width of the distribution of
these energy differences is found to be compatible with sE.
We therefore take the statistical 1-σ uncertainties of this
cross check as a conservative upper limit of the systematic
uncertainty of sE [27]. The average relative energy reso-
lution hsE=Ei is about ð8.4& 2.9Þ% at 1019 eV. We have
further confirmed that there are no significant contributions
to the fluctuations from differences between the individual
FD stations, neither related to the longtime performance
evolution of the SD and FD detectors.
Any residual electromagnetic component in the signal

would affect the lower zenith angles more. We therefore
split the event sample at the median zenith angle (66°) and
compare the resulting fluctuations. We find no significant
difference between the more and the less inclined sample.
In another test, we do find a small modulation of hRμi

with the azimuth angle (<1%), which we correct for. This
modulation is related to the approximations used in the
reconstruction, which deal with the azimuthal asymmetry
of the muon densities at the ground due to the Earth’s
magnetic field [3]. Finally, we have run an end-to-end
validation of the whole analysis method described in this
Letter on samples of simulated proton, helium, oxygen, and
iron showers.
Because of the almost linear relation between Rμ and E,

the systematic uncertainty on σ due to the uncertainty of the
absolute energy scale of 14% [25] practically cancels out in
the relative fluctuations. The systematic uncertainty in the
absolute scale of Rμ of 11% [5] drops out for the same
reason. The systematic effects for the bin around 1019 eV
are summarized in Table I. Over all energies, the systematic
uncertainties are below 8%.
Results and discussion.—The best-fit value for the

average relative number of muons at 1019 eV (parameter a)
is hRμið1019eVÞ¼1.86&0.02ðstatÞþ0.36

−0.31ðsystÞ. For the
slope (parameter b) we find dhlnRμi=d lnE ¼ 0.99&
0.02ðstatÞ þ0.03

−0.03ðsystÞ. These values are consistent with
the values previously reported [5,17].

FIG. 2. Measured relative fluctuations in the number of muons
as a function of the energy and the predictions from three
interaction models for proton (red) and iron (blue) showers.
The gray band represents the expectations from the measured
mass composition interpreted with the interaction models.
The statistical uncertainty in the measurement is represented
by the error bars. The total systematic uncertainty is indicated by
the square brackets.

TABLE I. Contributions to the systematic uncertainty in the
relative fluctuations around 1019 eV (1018.97–1019.15 eV). The
central value is σ=hRμi ¼ 0.102& 0.029ðstatÞ & 0.007ðsystÞ.

Source of uncertainty Uncertainty (%)

E absolute scale hEi <0.1
E resolution sE 4.6
Rμ absolute scale hRμi 0.5
Rμ resolution sμ 5.2
Rμ azimuthal modulation hRμiðϕÞ 0.5

Total systematics 7.0

PHYSICAL REVIEW LETTERS 126, 152002 (2021)

152002-6

Shower-to-shower fluctuations

Discrepancy of muon number (20–30%), but no in relative shower-to-shower fluctuations

Muonic component

Hadronic shower

(mesons & baryons)

Electromagnetic shower (electrons and 
photons)

Primary: 
Hadron

Primary:Photon

The bulk of radiated and visible 
energy comes from the EM cascade

Muons trace the hadronic shower which is the
backbone of the whole cascade

л0 decays are the propellers of the EM cascade

6

Air Shower:

10/01/22 Epiphany 2022
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Phys. Rev. D103 (2021) 022001

70% of fluctuations from first interaction



Muon production at large lateral distance

Energy distribu.on of last interac+on 
that produced a detected muon

Muons in UHE Air Showers

air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘

µ+ νµ
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2

Muon observed at 1000 m from core

µ+

π+

ν

π+

(Maris et al. ICRC 2009)

Typically 8-10 
interac.ons

Ep±,dec ⇠ 30GeV
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c⇥�± = 7.8m

c⇥�0 = 25.1nm

p+ ! µ+ nµ

p0 ! g g



Importance of hadronic interactions at different energiesSensitivity of Air Showers to Interactions
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Sensitivity of Air Showers to Interactions
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Muons:  8 – 12 generations,
majority of muons produced  
in ~30 GeV interactions

Shower particles produced in 100 
interactions of highest energyElectrons

Muons

Electrons/photons: 
high-energy interactions

Muons/hadrons: 
low-energy interactionsLow-energy 

interactions

(Ulrich APS 2010) 60



Muon production depends on hadronic energy fraction

p�

p0

p̄

n̄

p̄

L̄
p̄
p

p
p̄

1 Baryon-An+baryon pair produc+on   (Pierog, Werner 2008) 
• Baryon number conserva.on 
• Low-energy par.cles: large angle to shower axis 
• Transverse momentum of baryons higher 
• Enhancement of mainly low-energy muons

Baryon 
sub-shower

Meson 
sub-shower

Decay of 
leading par.cle 
stops hadronic 
sub-cascade

(Grieder ICRC 1973; Pierog, Werner PRL 101, 2008)

3 Leading par+cle effect for pions    (Drescher 2007, Ostapchenko 2016) 
• Leading par.cle for a π could be ρ0 and not π0 
• Decay of ρ0 to 100% into two charged pions

4 New hadronic physics at high energy   (Farrar, Allen 2012, Salamida 2009) 
• Inhibi.on of π0 decay (Lorentz invariance viola.on etc.) 
• Chiral symmetry restaura.on

30% chance to have
π0 as leading particle

61Several of these effects: Core-Corona model (Pierog et al.)

p�

2 Enhanced kaon/strangeness produc+on (Anchordoqui et al. 2022) 
• Similar effects as baryon pairs 
• Decay at higher energy than pions (~600 GeV)

p0 ! gg

r0 ! p+p�



IceCube: discrimination of enhancement scenarios?

62

(IceCube, Gonzalez & Dembinski et al. 2016)

Cosmic ray physics with the IceCube Neutrino Observatory

Coincident analysis:

IceTop stations detect the electromagnetic
component (and low-energy muons):
sensitive to the energy of the shower.

High-energy muon bundles travel down to the
IceCube detector:

I Minimal muon energy:

⇠ 275 GeV.

I Multiplicity: 1 - 1000s.

I Created high in the

atmosphere.

I Typical radius: ⇠ 20� 50 m

I Ionization + radiative,

stochastic energy loss.

Sam De Ridder (Ghent University) CR composition with IceCube September 22, 2015 4 / 18

IceTop: Eµ ~1 GeV 

IceCube: Eµ >300 GeV 

Cosmic ray physics with the IceCube Neutrino Observatory

Coincident analysis:

IceTop stations detect the electromagnetic
component (and low-energy muons):
sensitive to the energy of the shower.

High-energy muon bundles travel down to the
IceCube detector:

early lateTime scale

I Minimal muon energy:

⇠ 275 GeV.

I Multiplicity: 1 - 1000s.

I Created high in the

atmosphere.

I Typical radius: ⇠ 20� 50 m

I Ionization + radiative,

stochastic energy loss.

Sam De Ridder (Ghent University) CR composition with IceCube September 22, 2015 4 / 18

Correlation of low energy 
muons (surface) and in-ice 
muon bundles

10°3

10°2

10°1

r µ
/m

°
2

p

Fe

secq = [1.00, 1.05]
q º 13±

SIBYLL2.1

600 m
800 m

100 101 102

E/PeV

0.8

1.0

1.2

1.4

1.6

1.8

2.0

r µ
/r

µ
(p

,S
IB

Y
LL

2.
1) IceCube preliminary



Malargue, Province Mendoza, Argentina
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Particle detectors
10 m2 area, 1.20 m high,12 tons of 
water, 3 PMTs (9 inch), 40 MHz

Fluorescence telescopes
PMT camera with 440 pixels, 
1.5° FoV per pixel, 10 MHz,
3.4 m segmented mirror 

Fig. 5: Left: A typical surface detector of the Auger Observatory. Right: A fluorescence telescope. See the text
for the description of the components.

6 Flux measurements
Surface arrays, with its near 100% duty cycle, give the larger data sample used to obtain the energy
spectrum. The comparison of the shower energy, measured using fluorescence, with the SD energy
parameter for a subset of hybrid events is used to calibrate the energy scale for the array.

The first step towards the flux measurement with the SD array is the reconstruction of arrival
direction and core position of air showers. Then, a stable parameter from the SD which correlates with
the primary energy is reconstructed. This parameter is the signal at an optimal distances to the shower
core at which the spread in the signal size is minimum [55]. In the following we distinguish between
vertical events (✓ < 60�) and inclined events (62�  ✓ < 80�). For the case of Auger, the optimal
distance is 1000 m for the main array and 450 m for the “infill”, while for TA is 800 m. For vertical
events the signals at the optimal distance obtained from a LDF fit, have to be corrected for their zenith
angle dependence due to air shower attenuation in the atmosphere. This is done in Auger with a Constant
Intensity Cut (CIC) method [56]. The equivalent signal at median zenith angle of 38 � (35 �) is then used
to infer the energy for the 1500 m (750 m) array [57, 58]. Events that have independently triggered the
SD array and FD telescopes are used for the energy calibration of SD data [59]. The correlation between
the different energy estimators and the energy obtained from the FD is shown in Figure 6 (left panel)
superimposed with the calibration functions resulting from maximum-likelihood fits. For the case of
TA, the energy is estimated by using a look-up table in S(800) and zenith angle determined from an
exhaustive Monte Carlo simulation. The uncertainty in energy scale of the Monte Carlo simulation of
an SD is large, and possible biases associated with the modelling of hadronic interactions are difficult to
determine. Therefore, the SD energy scale is corrected to the TA FD using hybrid events. The observed
differences between the FD and SD events are well described by a simple proportionality relationship,
where the SD energy scale is 27% higher than the FD [60].

Water Čerenkov detectors from the Pierre Auger Observatory SD, have larger response to inclined
showers. These EAS are characterized by the dominance of secondary muons at ground, as the elec-
tromagnetic component is largely absorbed in the large atmospheric depth traversed by the shower [61].
The reconstruction is based on the estimation of the relative muon content N19 with respect to a simu-
lated proton shower with energy 10⇥ 1019eV [62]. N19 is used to infer the primary energy for inclined
events, as shown in the left pannel of Figure 6.

The energy spectra obtained from the three SD datasets are shown in the right panel of Figure 6.
To characterize the spectral features, the Auger collaboration describes the data with a power law below
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Fig. 5: Left: A typical surface detector of the Auger Observatory. Right: A fluorescence telescope. See the text
for the description of the components.

6 Flux measurements
Surface arrays, with its near 100% duty cycle, give the larger data sample used to obtain the energy
spectrum. The comparison of the shower energy, measured using fluorescence, with the SD energy
parameter for a subset of hybrid events is used to calibrate the energy scale for the array.

The first step towards the flux measurement with the SD array is the reconstruction of arrival
direction and core position of air showers. Then, a stable parameter from the SD which correlates with
the primary energy is reconstructed. This parameter is the signal at an optimal distances to the shower
core at which the spread in the signal size is minimum [55]. In the following we distinguish between
vertical events (✓ < 60�) and inclined events (62�  ✓ < 80�). For the case of Auger, the optimal
distance is 1000 m for the main array and 450 m for the “infill”, while for TA is 800 m. For vertical
events the signals at the optimal distance obtained from a LDF fit, have to be corrected for their zenith
angle dependence due to air shower attenuation in the atmosphere. This is done in Auger with a Constant
Intensity Cut (CIC) method [56]. The equivalent signal at median zenith angle of 38 � (35 �) is then used
to infer the energy for the 1500 m (750 m) array [57, 58]. Events that have independently triggered the
SD array and FD telescopes are used for the energy calibration of SD data [59]. The correlation between
the different energy estimators and the energy obtained from the FD is shown in Figure 6 (left panel)
superimposed with the calibration functions resulting from maximum-likelihood fits. For the case of
TA, the energy is estimated by using a look-up table in S(800) and zenith angle determined from an
exhaustive Monte Carlo simulation. The uncertainty in energy scale of the Monte Carlo simulation of
an SD is large, and possible biases associated with the modelling of hadronic interactions are difficult to
determine. Therefore, the SD energy scale is corrected to the TA FD using hybrid events. The observed
differences between the FD and SD events are well described by a simple proportionality relationship,
where the SD energy scale is 27% higher than the FD [60].

Water Čerenkov detectors from the Pierre Auger Observatory SD, have larger response to inclined
showers. These EAS are characterized by the dominance of secondary muons at ground, as the elec-
tromagnetic component is largely absorbed in the large atmospheric depth traversed by the shower [61].
The reconstruction is based on the estimation of the relative muon content N19 with respect to a simu-
lated proton shower with energy 10⇥ 1019eV [62]. N19 is used to infer the primary energy for inclined
events, as shown in the left pannel of Figure 6.

The energy spectra obtained from the three SD datasets are shown in the right panel of Figure 6.
To characterize the spectral features, the Auger collaboration describes the data with a power law below
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× 2.5 cm long TeflonTM cylinder. The Teflon cylinder is mounted in a 15 cm706

diameter reflector cup, which is mounted flush to the center of the drum front
707

surface, illuminating the interior and the back surface of the drum. The LED
708

is inserted down the axis of the drum from the back through a pipe. A silicon
709

detector attached to the opposite end of the teflon cylinder monitors the light
710

output for each pulse of the LED.
711

The drum was constructed in sections, using laminations of honeycomb core
712

and aluminum sheet. The sides and back surfaces of the drum interior are lined713

with TyvekTM, a material diffusively reflective in the UV. The reflecting surfaces
714

of the cup are also lined with Tyvek. The front face of the drum is a 0.38 mm
715

thick Teflon sheet, which transmits light diffusively.
716

5.3. Calibration of the drum
717

The absolute calibration of the drum light source intensity is based on UV-
718

enhanced silicon photodetectors, calibrated at NIST to ±1.5%. While the small
719

surface area and low response of these detectors preclude detection of the small
720

photon flux from the drum surface directly, the photodiode calibration can be
721

transferred to a more sensitive PMT/DAQ system.
722

To establish the absolute flux of photons emitted from the drum surface, a
723

reference PMT is placed on the drum axis in the optical laboratory9, 14 m from
724

the surface. The LED light source in the drum is pulsed for a series of 5 µs
725

9Where no telescope is present.

Figure 24: A schematic showing the drum mounted in a telescope aperture.

35

Energy calibration with fluorescence telescopes

Drum: very precise end-to-end calibration 
Cal-A: hourly relative calibration of camera only

Auger energy spectrum Vladimír Novotnº
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Figure 1: Exposure of SD and FD measurements to cosmic ray showers as a function of energy (left) and
calibration functions of the SD energy estimators to the energies reconstructed by the FD (right).

1500 m array is covered by a denser array with a spacing of 750 m. Their spacings and areas are
chosen according to the energy ranges probed by the two arrays. Individual SD stations utilize the
water–Cherenkov technique of particle detection, thus they are sensitive to both the electromagnetic
(EM) and muonic components of showers.

The 1500 m array is sensitive to cosmic ray showers with incident zenith angles up to 80�,
but showers with zenith angles above 60� (so-called "inclined" showers) are reconstructed with a
di�erent method [3] to those at lower zenith angles ("vertical" showers) [4, 5]. This is mandatory
because for inclined showers the signal is dominated by muons that are deflected in the geomagnetic
field producing an asymmetric footprint on the ground. For events with zenith angles below 60�,
dominated by EM particles, this e�ect is negligible. The 1500 m array is fully e�cient in the
detection of showers, regardless of the primary mass composition, above 2.5 EeV and 4 EeV in the
case of vertical and inclined reconstruction, respectively.

The array with 750 m spacing is designed to measure at lower energies, and is fully e�cient
from 0.1 EeV, assisted by an additional set of dedicated triggers [6, 7].

The aperture of all SD methods is calculated geometrically by summing the contributions from
individual hexagonal cells under operation. With the use of a monitoring database, we then obtain
the exposure as an integral of the aperture in time. Thus the exposure of SD measurements is
independent of energy and is depicted in the left panel of Fig. 1 for all three SD methods.

The energy estimate for the SD array (⇢SD) is obtained by means of a calibration procedure
based on coincident SD and FD measurements. Events detected by both detectors can be used to
obtain a relation between the SD energy estimator (⌃ in the following) and the FD energy. This is
performed using the calibration function ⇢FD = �⌃⌫, where ⇢FD is the energy obtained with the
FD, and � and ⌫ are calibration parameters.

The energy estimators in the reconstruction of vertical showers are parameters (38 and (35 for
the SD 1500 m and SD 750 m measurements, respectively. These parameters are corrected for the
average shower size attenuation in the atmosphere using the constant intensity cut method [4]. In the
case of inclined reconstruction, the corresponding energy estimator is #19, the scaling factor of the
two dimensional muon density map on the ground used to fit the signal recorded by the SD [3]. The
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UHECR+matter ! ⇡
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Use cosmic ray flux to estimate neutrino flux:

The Waxman-Bahcall upper bound (1998)
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Waxman Bahcall

(Waxman & Bahcall, Phys. Rev. D59 (1999) 023002)
(Bahcall & Waxman, Phys. Rev. D64 (2001) 023002)



70

In source: 
- protons/nuclei 
- electrons/positrons

Fermi 
acceleration:  
dN/dE ~ E-2

p
ν

π0
γp

π±

e±

Target: radiation fields and matter

p

π0
γp

π±
ν

pγ - photo-meson production 
      p+γ → Δ+ → n+π+→ν,...

Neutrons escape 
from the source

Physics scenario of Waxman-Bahcall bound: one interaction



Assumptions and resulting bound
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For each proton escaping the source exactly one interaction is assumed

p+ � �⇥ n ⇤+ �⇥ n µ+ ⇥µ �⇥ n e+ ⇥e ⇥̄µ ⇥µ

20% of p 
energy each particle has 25% of the 

energy of the π+

Sources inject only protons, luminosity normalized to CR data in range 1019 – 1020 eV

branching 
ratio 0.33

Correction factors related to 
- cosmological evolution of sources 
- neutrino oscillations

Fnµ(Enµ)< 2⇥10�8 GeV/cm2 ssr

Neutrino flux

(Waxman & Bahcall, PRD59, 1998)

(Fermi acceleration of protons)

(single interaction)
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Assumptions and normalization of WB upper bound
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Size of neutrino detector (water, ice) for observing this flux has to be V ~ 1 km3

- Extragalactic cosmic-ray protons extending to the highest energies


- One interaction with photon field per proton in source or source region


- Source production spectrum similar to Fermi acceleration


- Energy production rate (normalization) of 4 x 1044 erg Mpc-1 yr-1
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g = 1.8 . . .2.3

(Waxman, ApJ 452 (1995) L1)

(Waxman & Bahcall, Phys. Rev. D59 (1999) 023002)



Neutrino flux found at level of Waxman-Bahcall bound
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ISVHECRI 2014 - Jakob van Santen - Recent results from neutrino telescopes

Evidence for high-energy astrophysical neutrinos 12

‣3 cascades over 
1 PeV in 3 years 
of data 

‣5.7 σ evidence for 
astrophysical 
neutrinos arXiv:1405.5303 (accepted for PRL)

Deposited energy

μ

νμ

✓

μ Veto

✘

‣Selected high-energy 
starting events in IceCube

High energy starting 
events (HESE)

Veto technique

Muon track events 
(muon-neutrino through Earth)

Waxman-Bahcall bound

(IceCube, Science 342 (2013) 1242856)



Summary of assumption of WB upper bound
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Size of neutrino detector (water, ice) for observing this flux has to be V ~ 1 km3

- Extragalactic cosmic-ray protons extending to the highest energies


- One interaction with photon field per proton in source or source region


- Source production spectrum similar to Fermi acceleration


- Energy production rate (normalization) of 4 x 1044 erg Mpc-1 yr-1
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g = 1.8 . . .2.3

(Waxman, ApJ 452 (1995) L1)

(Waxman & Bahcall, Phys. Rev. D59 (1999) 023002)
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εCR = 4π/c∫
∞

Eankle

E ⋅ Flux(E) dE

= (5.66 ± 0.03 ± 1.40) ⋅ 1053 erg Mpc−3

ℒ ∼ εCR/tloss = 2 ⋅ 1044 erg Mpc−3 yr−1

Full calculation with SimpProp: ℒ ≃ 6 ⋅ 1044 erg Mpc−3yr−1

(MIAPP review, Front.Astron.Space Sci. 6 (2019) 23)

Integral of cosmic ray flux observed by Auger

Like WB bound: gamma rays produced in sources 
                            (direct e± acceleration and CR interactions)



Increase of statistics at highest energies
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Starburst galaxies Radio galaxies 
(van Velzen et al. 2012)

AGNs

Interpretation of hotspot with different catalogs 

Second hotspot will break degeneracy

(Unger, RE et al., 
work in progress)

0 1 2 3 4 5 6 7 8 9 10

exposure / (Auger Phase I)
0

1

2

3

4

5

6

7

8

9

nu
m

be
r o

f s
ou

rc
es

AGN
SBG
RG



GRAND (Giant Radio Array for Neutrino Detection)
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ν
τ >30 km

few
kms

geomagnetic effect:
radio signal

few 100 MHz

Inclined showers with mountain targets

GRANDProto300 GRAND200kGRAND10k

• 300 antennas over 200 km²
• autonomous radio detection  

of very inclined air-showers
• cosmic rays 1016.5-18 eV
• 1.3 M€ (fully funded, China)

202x 202x+5 203x

• 104 antennas over 104 km2

• 1st GRAND subarray
• discovery of EeV neutrinos for 

optimistic fluxes
• 13 M€ (mostly China)

• 200k antennas over 200k km2

• 20 sub-arrays of 10k antennas 
on different continents

• 1st EeV neutrino detection  
and/or neutrino astronomy!

• 150 M€

Background: cosmic rays

(8 x aperture of Auger)

(slides by 
K. Kotera)
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Limb for Neutrinos & UHECRs 

Radius 2.6-3.7 103 km


Observing Modes

Nadir for UHECR:  
Radius 200-400 km 

(slides by A. Olinto)



Extension of Telescope Array – TAx4
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Auger 
35.3 S, 69.3 W  

Telescope Array 
39.3 N ,112.9 W 

Auger (ϑ: 0-80˚)+ TA (ϑ: 0-55˚) 
= 

FULL SKY COVERAGE

Directional exposure

Smart relative location too
UHECR Datasets
Pierre Auger Observatory  (updated)

- 324 events above 52 EeV recorded from 
01/01/2004 to 30/04/2017 with zenith < 80°

- +90 events with respect to ICRC 2017
- Angular resolution ~0.9°

Telescope Array  (updated)

- 143 events above 57 EeV recorded from 
11/05/2008 to 01/05/2017 with zenith < 55°

- +34 events with respect to ICRC 2017
- Angular resolution ~1.5°

5

467 events with full sky coverage

“common” sky:
-15˚ : +45˚

 14

TA after upgrade to TAx4

Auger

TA TELESCOPE ARRAY

TA x 4
Expanded Surface Array

• 2.08-km spacing
• SDs similar design as TA
• 257 of planned 500 

deployed (operational 
since 11/2019)

Fluorescence Telescopes
• 4 telescopes viewing NE 

lobe  (since 06/2019)
• 8 telescopes viewing SE 

lobe  (since 08/2020)
• 3˚–17˚ elevation

06 December 2022Cosmic Rays in the MultiMessenger Era 7

MD TAx4

BRM TAx4

Helicopter       
SD Deployment

Slide by John Matthews 



Towards a Global Cosmic Ray 
Observatory (GCOS)

Markus Roth Institute for Astroparticle Physics15

Towards GCOS
Current international activities 
๏ GRAND (𝜈s and UHECR) 
๏ POEMMA (𝜈s and UHECR) 
๏ GCOS prototype  

(snowmass proposal)

Strong KIT contributions  
up to now or anticipated: 

๏ Project management 
๏ Data processing 
๏ Data communication 
๏ Solar power 
๏ Antennae, FD and SD development 
๏ Data reconstruction and analysis 
๏ Theoretical interpretation?

radio antenna

segmented water
Cherenkov dete�tor

��ores�en�e
te�es�o�e

200 km

20
0
km

40000 km2

3000 km2

Telescope Arra�
TA�4
2�20 km2

��erre A��er ��ser�a�or�

Techniques currently  
explored by TA and  
Auger collaborations

- Ultra-large aperture 
(~100,000 km sr)


- Composition sensitivity essential

- Good energy resolution (~20%)


- Multi-messenger instrument

- Full-sky observation 

(several observatory sites, 
different technologies)


- Include atmosphere and 
geo-sciences etc.



ANITA anomalous events

The Auger FD is sensitive to these events → upward-going showers simulated and reconstructed 
within the Offline Framework → exposure calculation for upward-going showers

● The ANITA experiment detected two anomalous 
events with non-inverted polarity → consistent with 
upward-going showers observed directly by ANITA

○ E1,2 ≳ 0.2 EeV ≈ 1017.8 eV  
○ β1 ≈ 27° and β2 ≈ 35°

● If those events are due to 𝜈𝜏 they appear challenging 
to reconcile with the predictions of the standard 
model

M. Mastrodicasa for the Pierre Auger Collaboration Search for upward-going showers with the Fluorescence Detector of the Pierre Auger Observatory      2
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Fundamental physics studies

81

Limits on parameters of SHDM models 
(mass, lifetime, decay through instanton processes) 

Constraining LIV using muon content of EAS Caterina Trimarelli
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Figure 4: Maximum with respect to U of the mixed relative fluctuations obtained using the parameterizations
in the standard case (dashed curve) and in the presence of LIV considering [ in the range [�10�3,�10�15]
(coloured curves) as a function of the primary energy. Each color corresponds to a di�erent violation
strength (right axis). The black points with error bars (statistical uncertainties) represent the measured
relative fluctuations in the number of muons.

the mixed relative fluctuations at three di�erent CLs obtained considering all the experimental data
are highlighted. The blue curve, corresponding to [ = �8.2 · 10�5, refers to 99.7% CL. The green
(black) one corresponds to 95.45% (90.5%) with a LIV parameter [ = �9.2·10�6 ([ = �5.95·10�6).
As a consequence, the new bound for [ (1) is [�5.95 · 10�6, 10�1] at 90.5% of CL.

It can be noticed that if the discrepancy in the reconstruction of the energy in the presence of
LIV and the one in the standard scenario was included, a net shift of the experimental data towards
the higher energies would be observed. However, this bias between the primary energy estimated
if the events are treated in LIV case and in standard one is lower than the 5% for all the considered
[ parameters and, if implemented, it would lead to a further improvement of the parameter bound.

In conclusion, we have found a new lower bound of the [ parameter range of values using the
maximum relative fluctuation for a mixed initial proton-iron composition for LIV at first order. In
particular, we have obtained [ (1) > �5.95 · 10�6 at 90.5% of CL. A similar approach using the
minimum of the relative fluctuation with respect to U could lead to the definition of a negative upper
bound of the LIV parameter. Previous works found limits to the LIV parameter at first order by
studying the e�ects of Lorentz invariance violation on the photon propagation in the universe [14].

Future prospects will provide for an extension of the overall procedure to the e�ects produced
by LIV at second order. Moreover, limits on [ parameter could be found through a combined
analysis considering simultaneously the relative fluctuations of the number of muons and the mass
composition derived from the -max measurements given by the Pierre Auger Observatory.

7

Lorentz-dilated lifetime of neutral pions

Comparison of model simulations with 
data on muon number fluctuations 
New limits on LIV theory parameters

Photon and neutrino limits at ultra-high energy

(ANITA, Phys. Rev. Lett. 121 (2018) 161102)

Search for upward going showers 
(ANITA-like events)

No ANITA-like events seen 
~10x exposure of ANITA

(Auger, Phys. Rev. Lett. 130 (2023) 061001 
Auger, Phys. Rev. D 107 (2023) 042002)



World data set on depth of shower maximum (Xmax)

82(Coleman et al. Snowmass, Astroparticle Physics 147 (2023) 102794)
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Figure 2.12: Measurements of hXmaxi (left) and �(Xmax) (right) compared to the predictions
for proton and iron nuclei of the hadronic models Sibyll2.3c, EPOS-LHC and QGSJet-II.04.
Detection techniques: fluorescence (FD), Cherenkov, using time traces in the SD, and RD.
Pierre Auger Observatory: FD [54], SD [193], RD (AERA) [180]; Telescope Array: FD [75] (hXmaxi

and �(Xmax) are corrected for reconstruction and detector biases same as was done in Ref. [2] except
here there is no correction of the energy scale), Cherenkov (TALE) [143]; Yakutsk: Cherenkov [179],
RD [183]; Tunka: Cherenkov [178], RD [182]; LOFAR [181]. Systematic uncertainties of the FD
measurements at 1018.5 eV are indicated for the Pierre Auger (red arrows) and Telescope Array
(blue arrows) data.

195] as shown in Fig. 2.11. Though the published measurements of Xmax [74, 75, 196] at TA [30]
seem to be in tension with this picture, they are compatible with the results of Auger within the
current statistical and systematic uncertainties [190–192].

The above picture is strengthened by an analysis of the collection of apparent elongation rates of
northern and southern observatories. An analysis of Xmax measurements taken from peer-reviewed
publications of the Fly’s Eye, HiRes, Telescope Array, Yakutsk, and Pierre Auger Observatories,
shows that statistically there is generally good agreement in trends of the elongation rate above
1 EeV between the northern and southern skies. Nearly all published data are consistent with
the description of having a steep rate up to an apparent change to a flatter rate in the vicinity of
3 EeV. This transition supports the growing evidence of a transition from a lighter proton dominated
composition to a heavier composition as energy climbs [197, 198] in both hemispheres.

At energies above the suppression (E > 1019.6 eV), the total number of detected events with a
high-precision measurement with FDs is less than a hundred [54, 196] and therefore the composition
at these energies is still an open question. However, with a reliable identification of the nature of
the UHECRs at these energies a more precise determination of the parameters of astrophysical
models, composition enhanced anisotropy studies, tests of the hadronic interactions at the energies
way beyond human-made accelerators, searches of signatures of LIV, and improved estimations of
the photon and neutrino fluxes will become possible.

These statistical limitations will be overcome by observing UHECRs with the larger exposure
of the upgraded current and next generation detectors. The first step in this direction was made at

24



Surface detector data and machine learning
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Jonas Glombitza on behalf of the Pierre Auger Collaboration

Event-by-event reconstruction of Xmax with the
Surface Detector of the Pierre Auger Observatory
using deep learning

PoS(ICRC2021)359
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Figure 1: (a) Simulated signal pattern measured by the surface detector. The marker sizes indicate
the amount of measured signal and the colors represent the arrival time of the shower at a given
station (yellow=early, red=late). The arrow denotes the projection of the shower axis on the surface
and its tip the shower core. (b) Simulated signal trace of a cosmic-ray event measured at a surface-
detector station at a distance of about 1000 m to the shower core. Different colors indicate signals
from different shower components.

minimized during network training.
This work is structured as follows. First, we specify the data sets for both the simulation studies

and measured Auger hybrid data, which include information from the FD for validation purposes.
We explain in detail how the simulated data are prepared and augmented for the optimization
of the network parameters and the reconstruction of 𝑋max. After that, we describe in detail the
architecture and training of the deep network. Then we show the 𝑋max reconstruction performance
of the network on simulated data as a function of energy, zenith angle, mass of the primary particle,
and the effect of using two hadronic interaction models different from the one used in the training.
Finally, we verify the capabilities of the network by direct comparison of the measured maximum
shower depth 𝑋max of the network and of the FD. We correct for detector-aging effects resulting
from long-term operation of the observatory. Subsequently, we calibrate the absolute 𝑋max value of
the network output, and determine the 𝑋max resolution of the network as a function of the primary
energy.

2 Data sets and their preparation

The measured air shower footprint consists of a characteristic pattern of several triggered WCDs
arranged in a hexagonal grid (see Fig. 1a). Using three PMTs each triggered station measures the
time-dependent density of particles encoded in three signal traces. An example of a simulated
signal trace is shown in Fig. 1b.

The basic idea is to provide the network as input the raw data of a measured cosmic-ray
event. The raw information for each triggered station consists of three signal time traces, the station
position and the time of the first shower particles arriving at the station.

– 3 –

Simulated signal of one surface station

www.jonas-glombitza.comXmax reconstruction using deep learning
Glombitza | RWTH Aachen | 6 07/01/21 | ICRC 2021

Evaluation – EPOS-LHC

DNN trainined using EPOS-LHC

● evaluation using EPOS-LHC

● performance improves with energy

● above 10 to 20 EeV

 bias vanishes

 proton resolution ~30 g/cm²

 iron resolution ~20 g/cm²

● averaged among compositions

 overall bias ~ 0 g/cm²

-max reconstruction using deep learning Jonas Glombitza

Figure 4: Event-by-event correlation of -max as measured by the DNN and the FD using golden hybrids.

reconstruction bias at low energies (compare to Fig. 1a). After fitting a constant to the data, which
yields �30.0 ± 0.6 g/cm2, the predictions of the DNN are calibrated to the FD -max scale.

We show the energy dependence of f(-max,DNN � -max,FD) in Fig. 5b. Statistical uncertainties
are estimated using bootstrapping. To extract the resolution of the DNN, we first parameterize this
dependency by fitting the function f�-max (⇢) = 0 · 4�1 · (log10 ⇢/eV�18.5) + 2 to the data. The obtained
parameters are 0 = 18.0 ± 2.5 g/cm2, 1 = 2.9 ± 1.2, and 2 = 27.7 ± 2.6 g/cm2. The fit is depicted
as the continuous red line in Fig. 5b. To determine the resolution of the DNN, we subtract the FD
resolution [2], which is shown as dashed grey line, in quadrature. The resulting DNN resolution is
shown as a dashed red line. It improves from approximately 40 g/cm2 at 3 EeV to below 25 g/cm2

beyond 20 EeV. This is in good agreement with our expectations from simulation studies (compare
with Fig. 2) and strengthens the finding that the resolution is independent of the interaction model.
This implies that only a calibration to the -max scale of the FD, as performed above, is needed for
using the DNN for event-by-event composition studies.

6. Conclusion

In this contribution, we presented a deep neural network (DNN) to reconstruct the atmospheric
depth of the shower maximum -max using the SD. The network was trained using EPOS-LHC
showers and further evaluated on QGSJetII-04 and Sibyll 2.3 showers. The composition bias of
the reconstruction is similar for all interaction models and amounts to only a few g/cm2 beyond
10 EeV. Additionally, it was found that the overall bias of the -max reconstruction depends on the
hadronic interaction model used, requiring a calibration of the method. In contrast, the resolution
was found to be independent of the interaction model. It amounts for protons (iron) to roughly
40 g/cm2 (25 g/cm2) at 10 EeV, and reaches 30 g/cm2 (15 g/cm2) beyond 100 EeV. By further
investigating the discrimination power of the reconstruction, it was shown that the DNN will enable
mass-composition studies on an event level.

To verify the method’s performance and calibrate the predictions of the DNN to the -max scale
of the FD, hybrid measurements were used. The calibration was found to be energy-independent,
with a size of the -max bias moderately above expectations from simulation studies. The resolution
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Figure 12: (a) Energy-dependent bias of the deep neural network with respect to the reconstruction
of the fluorescence detector. (b) Energy-dependent resolution of the deep neural network with
respect to the reconstruction of the fluorescence detector.

6 Summary

In this work we presented a new approach for reconstructing the maximum shower depth 𝑋max using
only the signal traces of the water-Cherenkov detectors (WCDs) placed on ground, which record a
tiny subset of the billions of shower particles. It was shown that the presented method is capable
of exploiting the data measured by the WCDs more comprehensively than ever before by adapting
deep learning techniques, resulting in an unprecedented performance for mass composition studies
using the surface detector.

As reconstruction method we have developed an advanced deep neural network which is
especially suited for the situation of the Pierre Auger Observatory. The signal traces of the WCDs
are analyzed by the network using so-called LSTM cells and their measurements are combined
according to the hexagonal symmetry of the detector grid.

A key issue to correctly adjust the network parameters is the proper preparation of the data
used for the network training. In addition to re-scaling and normalization of the signal amplitudes
and time measurements, we implement real operation-conditions in the simulation data as data
augmentation during the training. This includes missingWCDs due to hardware failures or showers
falling close to the edges of the detector grid, missing signal traces of single photomultipliers and
detector stations with saturated signal traces owing to high-energy events or very close shower cores.
By including such effects, we make the network robust against small differences between simulation
and measured data, enhancing its generalization capacities and providing an accurate reconstruction
of 𝑋max for zenith angles up to 60◦ and even for events with saturated station electronics.

Initially we evaluate the performance of the network on simulated data. When evaluating the
network using disjunct data from the same simulation as used for training, we observe an almost
bias free reconstruction of 𝑋max. The 𝑋max resolution improves with increasing cosmic ray energy
and is composition dependent. For proton-induced showers the resolution is 38 g/cm2 at 10 EeV
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An invitation: Auger open data
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The Open Data

https://opendata.auger.org

DOI:10.5281/zenodo.4487613

Aim: re-use by a wider community 

including professional and citizen scientists and 
in educational and outreach initiatives

The February 2021 release

10% of data used for physics results presented at ICRC2019

Close-to-raw data & higher level 
reconstructed info

Surface and Fluorescence Detectors

JSON and summary CSV files

Event visualization tools

Python code for data analysis

Currently 10% of Auger vertical data 
Research-level data in JSON format 
Online visualization of events 
Data analysis scripts for science plots

You are welcome to use this data


If you have a great idea what to look 
for we can work with you to apply 
your analysis also to the full data set

opendata.auger.org

http://opendata.auger.org


Correlation with star burst galaxies
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Gamma ray bursts or rapidly spinning neutron stars as sources?

M82 (11-12 Mly)Antenna galaxies (45–65 Mly)

Data taking needed until 2035 to solve this question



Graphical representation of WB bound
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Secondary particles – Propagation and sources
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